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Abstract

The difference between the population analogs of the traditional Jacobian rank sta-
tistic and the J statistic provides an appropriate identification measure for the pseudo-
true value of the continuous updating estimator in misspecified linear GMM whilst the
population analog of the widely used traditional Jacobian rank test does not. It is by
construction non-negative and if equal to zero, the pseudo-true value of the continu-
ous updating estimator is not identified while the pseudo-true value of the two-step
estimator is degenerate and the limiting distribution of its estimator non-standard.
The sample analog of the identification measure provides a likelihood ratio statistic
for testing no-identification. For the homoskedastic setting, we construct a conditional
critical value function to obtain a conditional likelihood ratio test of no-identification.
Unlike the Jacobian rank test, it provides an appropriate test of no-identification in
possibly misspecified linear GMM. Applying it for empirical linear asset pricing where
misspecification is common, it shows that no-identification is often not rejected at the
5% significance level.
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1 Introduction

Many widely used econometric models, such as, for example, the linear instrumental variables
(IV) regression, linear asset pricing, dynamic panel data and New-Keynesian Phillips curve
models are analyzed using the generalized method of moments (GMM) of Hansen (1982).
Recently awareness has risen that structural parameters in popular models estimated us-
ing GMM might be weakly identified which implies that traditional inference methods are
unreliable, see e.g. Staiger and Stock (1997), Stock and Wright (1999) and Dufour (1997).
Inference methods have therefore been developed which remain reliable under weak identi-
fication, see e.g. Kleibergen (2002, 2005), Moreira (2003), Andrews and Cheng (2012) and
Andrews and Mikusheva (2016). Weak identification in correctly specified GMM occurs
when the Jacobian is relatively close to a reduced rank value. Tests for a reduced rank value
of the Jacobian are therefore commonly employed to determine the strength of identification
of the structural parameters of interest, see e.g. Cragg and Donald (1997), Kleibergen and
Paap (2006) and Robin and Smith (2000).

The GMM toolkit of Hansen (1982) has foremost been developed for analyzing correctly
specified models, i.e. models for which there is a, so-called, true value of the structural para-
meters at which the population moments are exactly zero. Many empirical models estimated
using GMM, or perhaps even every (over-identified) model with more moment equations than
structural parameters, are yet to some extent misspecified. For these models, there is no
longer a true value of the structural parameters at which the population moment conditions
hold exactly. The earlier literature on the econometrics of misspecified models primarily
focusses on the consequences of the inconsistency of estimators of the true value of the pa-
rameters of interest, see e.g. Maasoumi (1990) and Maasoumi and Phillips (1982). Applied
researchers, however, mostly just proceed with interpretating the estimated structural pa-
rameters that result from misspecified models. The population analogs of these estimators
are then referred to as pseudo-true values which are defined as the minimizers of the pop-

ulation analogs of the sample objective function. Different sample objective functions lead



to distinct pseudo-true values. For correctly specified models, true and pseudo-true values
coincide. Inference methods for analyzing the pseudo-true values have been developed by,
amongst others: Hall and Inoue (2003), Hansen and Lee (2021), Lee (2018) and Gospodinov
et al. (2014).

Identification issues for the pseudo-true values similarly play out in misspecified models.
We show that the identification condition for the structural parameters in misspecified over-
identified models differs from the one for correctly specified models. For linear moment
conditions, identification of the pseudo-true value of the structural parameters is reflected by
the difference between the population analogs of the traditional rank statistic identification
measure and the over-identification J-statistic. Because the former results from constrained
optimization of the objective function involved in the latter, this measure is non-negative by
construction. Identification fails when this identification measure equals zero. For correctly
specified models, the population J-statistic equals zero so the identification measure falls
back to the usual one.

Because the traditional rank statistic identification measure does not properly reflect
identification in misspecified linear moment condition models estimated by GMM, the com-
mon practice of using its empirical analog to test for (no) identification is inappropriate
because it does not test the suitable no identification hypothesis. We develop an appropriate
test of (no) identification in misspecified linear moment conditions models. The involved
test statistic is the sample analog of the population identification measure so it equals the
difference between the sample analogs of the traditional rank statistic and the J-statistic. It
coincides with the (quasi-) likelihood ratio (LR) statistic which tests if the moment vector
evaluated at a zero value of the structural parameters is absent in a linear combination of
the moment vector and its Jacobian evaluated at a zero value of the structural parameters.
For a boundary setting of no identification, we construct a conditional critical value function
based on homoskedasticity which implies a Kronecker product structure (KPS) of the joint

covariance matrix of the sample moment vector and its Jacobian.



We build up the conditional critical value function stepwise for gradually more challenging
(no) identification testing problems. We start from one structural parameter and a known
covariance matrix. It allows us to specify the LR (no) identification statistic as a function
of two of the three elements of an appropriate specification of the maximal invariant while
its third element provides an approximately independent conditioning statistic. This is
similar in spirit to the conditional likelihood ratio test of Moreira (2003) albeit that the
conditioning statistic and the null distribution under which the conditional critical value
function is computed differ. Hereafter, we provide empirically important generalizations
which incorporate covariance matrix estimators and multiple structural parameters. Because
misspecification allows for population moments which are non-zero at the pseudo-true value
of the structural parameter, an accurate approximation of the conditional distribution of the
LR statistic has to take the estimation error resulting from the covariance matrix estimators
into account, see e.g. Maasoumi and Phillips (1982), Hall and Inoue (2003), Hansen and
Lee (2021), Lee (2018) and Gospodinov et al. (2014). Alongside the dependence on the
conditioning statistic, the conditional critical value function that we provide for empirical
settings with multiple structural parameters therefore depends on the sample size at hand
and a few consistently estimable nuisance parameters.

The remaining content of the paper is organized as follows. Section 2 introduces the
appropriate identification measure for possibly misspecified over-identified linear moment
equation models. Section 3 emphasizes its empirical importance showcasing eight well known
studies from the asset pricing literature. Section 4 develops the conditional LR (no) identi-
fication test build up along the lines alluded to previously. We show that it has good size
and power properties. Section 4 also compares the LR (no) identification test with existing
tests that test part of the no identification hypotheses or just use elements of the LR (no)
identification statistic. We show that while these tests can have superior power for specific
settings, they are inadequate in other settings which overall renders them inappropriate for

testing the no identification hypothesis. Section 4 also applies the LR (no) identification test



to the Fama-French (1993) three factor model using data from Lettau, Ludvigson and Ma
(2019). The misspecification J-test signals that the three factor model leads to misspecifi-
cation because the J-test rejects correct specification at tiny significance levels for both the
specification that incorporates the zero-beta return as well as the one without. The tradi-
tional identification rank tests indicate strong identification for both of these specifications.
On the other hand, the appropriate LR (no) identification test just rejects no identification
with 5% significance when the zero-beta return is not incorporated while it does not when
the zero-beta return is incorporated. Given the importance of the Fama-French three factor
model, it illustrates the empirical relevance of using the appropriate identification test. Sec-
tion 5 discusses how to incorporate more general covariance matrix settings which is mainly
left for future work because the distribution resulting from the null hypothesis involves more

parameters. The sixth section draws some conclusions.

2 Identification in over-identified misspecified linear

GMM

We are interested in analyzing a ky-dimensional moment vector y,(¢) which is a continuous
function of the m-dimensional parameter vector 6. The parameter vector 6 is over-identified
by the linear moment equations so k; exceeds m, ky > m. The linear moment equations are

specified accordingly:
Ex(f(ein)) = Mf(e)
= py(0) +J(0)0,

(1)

with J(0) = Zrpup(6), J(0) = Frpup(0). Many widely used econometric models, like, for
example, the linear IV regression model, the linear factor model and linear dynamic panel
data model, accord with this setting. The sample moment vector fi,(f) then just depends on
the estimators of 11,(0), ji;(0), and the Jacobian J(0), J(0), whose joint convergence when

the sample size increases results from Assumption 1.



Assumption 1:  The joint limit behavior of ji;(0) and J(0) = %ﬂf(O), is described by:

/7 (O N () o
vec(.J(0)) vec(J(0)) oy
(2)
wu ~ N(07V)7
(o)

where the covariance matrix of the limit behavior of (fi;(0)" : vee(J(0))) reads:

V= limy .o E | N %@) _| w0
vec(J(0)) vec(J(0))
ﬂf(f)) Mf(o) (3)
vec(J(0)) vec(J(0))
. Vuu VMJ
Viw Vg ’

with Vi, Vg =Vy, and Viy resp. kg xky, ky xmky and mky x mky dimensional matm’ce:ﬂ

Assumption 1 is satisfied under mild conditions, see e.g. White (1984). A further as-
sumption that we use later is the one of a Kronecker product structure (KPS) of the joint

covariance matrix V.

Assumption 2: The covariance matriz V' has a Kronecker product structure:

V=(Q%Q), (4)

with Q and Q) resp. (m+1) x (m+1) and Q : ky X ky dimensional matrices.

!The covariance matrix V is not required to be of full rank. Positive semi-definite values of V can, for
example, occur for the moment equations resulting from linear dynamic panel data models.



The KPS of the covariance matrix results, for example, under homoskedasticity of the
errors in linear IV regression and linear factor models.
When the moment equation is correctly specified, there is an unique, so-called, true value

of 0, say 6y, at which the population moment conditions exactly hold:

114(00) = 11,(0) + J(0)y = 0. (5)

The moment vector 1,(0) is then spanned by its Jacobian J(0) so (u;(0) : J(0)) is a ky x

(m 4+ 1) dimensional matrix which is at most of rank m :

(17(0) = J(0)) = D(=bo : Im), (6)

with D a ky x m dimensional matrix. GMM estimation methods differ with respect to how
they estimate D and consequently 6. For example, the population objective functions of the
abundantly used two steps methods assuming homoskedasticity, like, for example, two stage
least squares and two-pass (generalized) least squares risk premia estimators, use J(0) for

D :

Quomas(y) = (1) Q  yp(y), (7)

for y a m-dimensional vector, while the population objective function of the continuous

updating estimator (CUE):

Qeust) = sty [, V(5 )] st )

however, (implicitly) uses

vea(Devn(y) = vee((0) = (10 )V (0. ) [((y;';gf))’v((y;zf)>] (0) + TO),
©)

with Doyg(f) a kg x m dimensional matrix, for D, see Kleibergen (2007) and Kleibergen



and Mavroeidis (2009). Under correct specification, the minimizers of (7)) and coincide
and equal the true value since it sets the moment condition to zero.

Under misspecification, this is, however, no longer the case because there is no longer
a value of # which sets the moment condition to zero. The object of interest is then the
minimizer of the population objective function, the so-called, pseudo-true value, which differs
over the estimation methods. Under Assumption 2, an explicit expression of the pseudo-true

value results from the k-class expressiorP}

0" = —(J(0)QT'J(0) = 7€)~ (J(0)Q™ 11y (0) — Twyy.)

1 1 1 1 (]‘0)
= =, T0YQTII(0),F — TLn) N Q2 T(0YQ 7 1s(0) — 79, w),

for Q = <$‘;Z : &j) , with wy,, wy, = w),;, Q5 resp. 1 x 1, m x 1 and m X m dimensional
matrices. For 7 = 0, the k-class expression provides the pseudo-true value of the two stage

estimator while 7 equal to the smallest root, 7., of the characteristic polynomial

70— (11;(0) £ T(0))Q 7 (11,(0) F J(0))| =0, (11)

leads to the pseudo-true value of the CUE.

Under correct specification, the smallest root of equals zero so the pseudo-true values
of the two stage estimator and the CUE coincide. Under misspecification and a full rank
value of J(0), the smallest root of , however, differs from zero so the pseudo-true values
of the two stage estimator and the CUE are no longer identical. The difference resembles
the behavior of the minimizers of the sample objective functions under correct specification
paired with weak identification where two stage estimators can also deviate considerably
from the CUE. The difference results since under misspecification y,(0) is not fully spanned

by J(0) so (u;(0) : J(0)) is not a reduced rank matrix unless .J(0) is of reduced rank.

2For expository purposes, the expression of the k-class estimator differs from the textbook one for the
linear IV regression model in which ”k” corresponds with 7+ 1, see Hausman (1984). The pseudo-true value
of the least squares estimator for the linear IV regression model therefore now results for 7 = —1 instead of
7k =07 and similary for the other estimators.



Theorem 1 states, under Assumptions 1 and 2, how two stage and continuous updating
estimation procedures differ with respect to minimizing the distance between (1,(0) : J(0))

and a reduced rank matrix to obtain the respective pseudo-true value/estimator.

Theorem 1: Under Assumptions 1 and 2, the pseudo-true value of the CUE, 07y, results

(SIS

from a singular value decomposition (SVD) of Q_%(uf(()) 2 J(0)Q

(SIS

Q (ufw) : J(O)) Ot — Uy -

(12)
Q_%D*CUE(_G*CUE : Im>9‘% + Q%DE’UE,J_)‘Z‘UE <_ CUE " Im) Qz,
L

with U a ky x kg dimensional orthonormal matriz, V a (m + 1) X (m + 1) dimensional
orthonormal matriz, and S a ky x (m + 1) dimensional diagonal matriz with the singular

values in decreasing order on the main diagonal:

Ui U S 0 Vii V
Y 1 U S 1 and V — 11 V2 | (13)

Uz Uz 0 & Va1 Vao

where Uy, S1, Va1 are m x m dimensional matrices; Sy is a (ky —m) dimensional vector,
Vi1, Vao are m dimensional vectors, Uiz, Us1, and Uz are m X (ky —m), (ky —m) x m
and (ky —m) x (kf —m) dimensional matrices and Vi2 is a scalar. The ky x (ky —m)
dimensional matriv D¢yp | is the orthogonal complement of Dty g, Diyp ) Déyp = 0,

Déyp 1 QDEyp ) = Ik;—m; and (— CUE - Im) is the 1 X (m + 1) dimensional orthogonal

€L
/

complement of (— CUE Im) : (—HEUE : Im> (—HEUE : Im) =0 and <—92UE f Im>
1

/ 1
* : _ * : _ 1y 1 21y
0 <_ o zrm)L ~ 1, 50 (_eCUE . [m>L =[G )20 )] )
The specification of the pseudo-true value of the CUE as a function of the elements of the

€



SVD is:

CUE: (Hf(o) : J(0)) = Diyp(—Ocur D) + QDZ’UE,L)‘E‘UE(_ CUE 5 1)1
1
DE*UE = Q%ulslvéle]

Ocvr = QJJWJu QJJ Vs lvilw QJJWJu + QJJ V22V12 UJ

ppd ppJ

% % =1 4 : * : /
Acve = [DC/UE J_QDCUE J DC’UE,J_(/Lf(O) 1 J(0)(Ocye : Im))
-1
(Ocur D m)1QO0cyE : In)|
= (Unallyy) "3 UpsSaVip (Vi Vi) 2.

Tmin = AoveAeve = S35
(14)

The expressions of the pseudo-true values of the two stage and least squares estimators, where

the latter results from (10) when T = —1, as functions of the elements of the SVD read:

_1 —
2S2 9;5 = _Q;}WJH - JJ2 (V218,81Vél + TminVQQVéZ) !
(VzlS S]-Vll + Tman22V12) LLLd. J (15)

LSZ 975 == —Q;}WJ# — Q;J5 (V218/S1V21 + TminVQQVéQ + ]m)_l

(Vng 81V11 + TmmVQZVlZ)

ou

Proof. see the Appendix, which shows the equivalence of with the k-class expression
in (10, and also Kleibergen and Paap (2003). m

Equations and show how the pseudo-true values of the two stage estimator
and CUE differ. The difference occurs since the pseudo-true value of the CUE solely results
from the eigenvectors of the singular values while the dependence of the pseudo-true value
of the two stage estimator is mixed and depends on a (traditional) strength of identification
measure compared to a quantity reflecting the (normalized) amount of misspecification.
We reflect the normalized amount of misspecification by the minimal value of the CUE
population objective function while the (traditional) strength of identification is reflected by

the minimal normalized distance of the Jacobian from a reduced rank value. The sample

10



analog of the former is the J-statistic which tests for misspecification while the sample analog
of the latter is the commonly used rank test for identification, see e.g. Cragg and Donald
(1997), Kleibergen and Paap (2006) and Robin and Smith (2000). Because the latter results
from constrained minimization of the CUE objective function, it is always larger than or

equal to the former.

Theorem 2: The amount of misspecification reflected by the minimal value of the CUE

population objective function:

MISS = minyepm Qeve(y), (16)
is at most as large as the traditional measure of the identification strength:

IS = minxeRm_l Q[S(LC)

Quste) = (70 [(() @ 1) Vas () 2 1] 00 ()

= miIlAekax(mfl) st(af, A) (17)
Qrs(z, A) = [vec <J(0) — A=z : Iml)] V) [vec (J(O) — A(—x: Iml)]
MISS < 1IS.

Under Assumption 2, MISS equals the smallest root of the characteristic polynomial :
MISS = Tmin = Aoy pAins = 549, (18)
while IS equals the smallest root of the characteristic polynomial:
82, — J(0)Q1J(0)] = 0, (19)

_1 1
which can similarly be expressed as the smallest eigenvalue of QJJQ/J(O)’Q_lJ(O)QJJQ.

Proof. see the Appendix. m
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In correctly specified linear GMM, IS is indicative for the identification of the (pseudo-)
true value. This is, however, no longer so for the pseudo-true value in misspecified linear
GMM. The identification of the pseudo-true value then depends on the difference between
IS and MISS which is by construction always larger than or equal to zero. The identifica-
tion of the pseudo-true value of the CUE breaks down when IS=MISS. Because IS results
from constrained optimization of the CUE objective function of which MISS is the global
uncontrained minimum, when the constrained and unconstrained minimizers are identical,
the global minimum is attained at an infinite value of #. Hence the pseudo-true value of the
CUE is not identified. We use Assumption 2 to further discuss this non-identified setting.

When IS=MISS, the pseudo-true value of the CUE is not identified because the minimal
value of the CUE objective function results from the Jacobian. For the KPS covariance
matrix setting, this results from the specification of the moments and Jacobian as functions

of the elements of the SVD isfl

115(0) = J(0)Q hws, + Q2 (UhSi Vi, + UsSoVip) w

J(0) = Q2(UsSIV)y + UsSy V)02 .

The minimal value of the CUE objective function is associated with the smallest singular
value, Sy, resulting from the SVD. When it fully results from the Jacobian, VoVi, = 1
which indicates that the eigenvectors associated with the smallest singular value also result
from the Jacobian. Because of the orthonormality of V, we then next have that V5 = 0,
V1 Vi = 1 and Vy; is a singular matrix which lies in the orthogonal complements of V;; and
Vag, Vi1V = 0, Vi Voo = 0[]

Because Vy; is singular and Vi, = 0, the pseudo-true value of the CUE resulting from

3These expressions are obtained in the proof of Theorem 1.

4Because of the orthonormality of V, V'V = VW=I,,.1 : V|, Vi1 + V5 Vo1 = I, VisVia + VhoVao = 1,
V{lvlz +V£1V22 =0, Vllvil +V12V12 =1, V21V£1 +V22V52 =1, V21V{1 +V22V{2 = 0, so when V£2V22 =1,
Via =0, V;;V]; = 1 and Vs is a singular matrix which lies in the orthogonal complements of V;; and Vs,
because Va1 Vi + Voo Vig = Ly & Vo Vi1 Vag + Voo V5o Ve = Vag < Vo1 V51 Voo + Vg = Vao (since Vo Vag = 1)
50 Vo1 V%1 Voo = 0 which implies that V), Voo = 0. Similarly, Vi; V11 + V5 Va1 = I, 80 Vi1 Vi1 + V5 Vo1 = Ly,
VthlV{l + V51V21V{1 = V{l 4 Vil + V£1V21V{1 = V{l <~ V51V21V{1 =0& V21V{1 =0.

12



is not identified. The pseudo-true value of the two step estimator is, however, identified,
see also Andrews (2019):

2S: 9;8 = —Q;}WJM — Q;;VQQ}J_ (BS{SlB’)_l 88181]){1&)3#.‘] (21)

— _0-1 —
= Q5w m =1,

which results from and because when IS=MISS=71,i, : Va1 = (Va2 : Va2 1) ( g) , with
(Voo V2,1 ) an orthonormal m x m dimensional matrix, Va2 | a m x (m — 1) dimensional
matrix orthogonal to Vs and B a (m — 1) x m dimensional matrix| When MISS=IS, the
smallest singular value only loads on the Jacobian. The expression of the pseudo-true value
of the two-stage estimator (21]) shows that it is not affected by its loadings. For m = 1, when
just the smallest singular value affects the Jacobian, it does not depend on any element of
the SVD and the pseudo-true value equals the bias of the two-step estimator for the correctly
identified setting with IS=0 for which MISS=IS=0.

An identical pseudo-true value of the two-stage estimator for m = 1 results when
IS>MISS and the smallest singular value only happens to load on the (recentered) mo-
ment vector so Vi = 1, and consequently Vi3 = 0, Voo = 0, Vo1 V5 = I,,,. Using ,
we then have that the recentered moment vector, Q2 (x 1(0)=J (0)Q;jwy,), and Jacobian,

Q‘é(,uf(O) — J(0)Q;jwy,), are orthogona]ﬁ. The pseudo-true values of the CUE and two

SBecause V5 Vas = 0, we have that (Vi : Va2 1) Va18181 V5, (Vaa : Voo 1) = (2)8181 (g)/

so (Vaz & Voo ) Var (8181 — Twinn)Vhi + Tmindm](Vaz & Voo i) = (9)8181 (%) + Tminllm
(g)(g)l] = (Tlgm Tminlm_1+B(s?sl—Tminfm)B/ = Tminfm + (g)(S{Sl - TminIm—l)(g),v
Vaz 1 Voo, ()Vor(SiS1 — Tminlm) = (5) (SIS — Twminlm) = (B(S{&Brminlm))’
s0 Q;J% (Va1(S1 81 — Trnin i) Vi1 + Twinlm) ™ V1 (SISt — Tmirllm)vilwéuj = Q;J%(VD
Voo,1) ((Tm;nfm,ﬁB(s;sl—Tmin?m)B/)le(s;sl—Tminzm)) Vhwéu.f
rom ), we have that (4,(0) — JOes)QIO) = wh VuSISIVLO, +
1 1
wp, V128582V50827 ; = 0 because Vi1 = 0 and Vas = 0.

13



stage estimator (and least squares) are then all identical, see also Andrews (2019):

CUE=2S: Oiyp = —Q5 wy, = 03 (22)

s*

Equations and show that the same pseudo-true value of the two-stage estimator
can result from different settings. In ([21]), the value of the pseudo-true value of the two-stage
estimator merely results since MISS=IS irrespective of by how much the true underlying
misspecification exceeds IS. It induces the orthogonality of the recentered moment vector
and Jacobian which leads to the pseudo-true value of the two stage estimator. In ,
IS>MISS and the orthogonality of recentered moment vector and the Jacobian is not a
mere consequence of the strengths of misspecification and identification. These two settings
leading to the same pseudo-true value of the two-stage estimator are thus very different
and show that the mapping to obtain the pseudo-true value of the two stage estimator is
not injective. Furthermore, as we show later, the large sample distribution of the two-stage
estimator when MISS=IS is non-standard and depends on nuisance parameters.

Hence, MISS equal to IS indicates identification issues for both the pseudo-true values
of the two stage estimator and the CUE. For the CUE, IS=MISS means that the pseudo-
true value is not identified while for the two stage estimator it implies an a priori known
pseudo-true value which is identical to one which results from orthogonality of the recentered
moment vector and Jacobian when IS>MISS. Tests of identification in misspecified linear
GMM thus boil down to testing the significance of the difference between IS and MISS,
IS-MISS, while in correctly specified GMM, where MISS=0, it only concerns the significance
of IS.

2.1 Misspecification in sample

The moment equations of every over-identified empirical model estimated by GMM are to

some extend misspecified. Alongside the behavior of the pseudo-true values of different esti-

14



mators in population, it is therefore important to understand the behavior of the underlying
estimators in sample to see how representative the behavior of the pseudo-true value is. The-
orem 3 therefore states the limiting behavior of the two-step estimator for a setting of weak
misspecification and identification. Weak misspecification implies that the misspecification
for the over-identified model is minor while weak identification indicates that the Jacobian
is relatively small. The paired combination of weak misspecification and identification re-
flects, for example, the difficulty in linear IV regression models to have instruments that
are both exogenous and correlated with the right hand side endogenous variable. Similarly
in asset pricing, factors are often weakly correlated with asset returns while their betas do
not fully span the cross-section of asset returns. This shows the empirical relevance of joint
weak misspecification and identification. We model it using the commonly employed drifting
sequences that result in parameters that are functions of the sample size N, see e.g. Staiger

and Stock (1997).

Theorem 3. When Assumptions 1 and 2 hold, m = 1 and under the weak identification

and misspecification assumption:

1 1 1 1
J=J(0)= \/LNQQOQ}]a Hy = \/LNQQGWLLJ; (23)
1 _1
where p; = p(0) — JQ wy, and a = \/NQ’%quWQJ and C = VNQ 2J0,2 are k-
dimensional vectors of finite non-zero constants, the limiting distribution of the two-stage

estimator is characterized by:

1, _ 1 1 _ 1
9 g Q}](C+¢3)/(¢Z+¢3925)N3MJ QEij'(a+CQQS)w3#.J (24)
28 = Vs 77 T T I T L iy
d Q7 (C+y5) (C+yh)07,; Q7 ,(C+5) (C+75)0 3 ;
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1

Oy = — 52 4% and Y, k-dimensional independent

1
. * -1 —29
with 025 = _QJJWJ/L — QJJ 9250} —oc

2
ppJ

standard normal random vectors, so when C'a = 0, we have 65, = 0 and:

%’( )/ % %' / 2

~ _ Q7 (C+yy)'yYthw Q4 Y aw

1 JJ J J JJrJ J

O2s + ;3w - T IV S TS (25)
Q7;,(CHY5) (CHy)07;  Q7;(C+y5) (C+¥7)07;

Proof. see the Appendix. m

The limiting distribution of the two-stage estimator in shows its behavior in deviation
of the pseudo-true value, 65_. It consists of two components. The first component shows the
behavior resulting from the weak identification while, because a4 Cfy, = a — C(C'C)"'("a,
the second component shows the component implied by the weak misspecification. When
the latter components exceeds the first one, the limiting behavior of the two-stage estimator
primarily results from the misspecification and we cannot conduct inference using the two-
stage estimator in the usual manner. When C’a = 0, then shows that the conditions
for standard/non-standard inference are in line with the identification conditions for the
pseudo-true value of the CUE:

MISS=IS=C"C = d'a>C'C, C'a =0, (26)

IS>MISS = C'C > (a+ Cfy) (a+ Cbyy).

It shows that when IS equals MISS, the limiting behavior of the t-statistic associated with
the two-stage estimator is non-standard and we cannot conduct inference using it. On
the other hand when IS strongly exceeds MISS, inference using the two stage estimator t-
statistic is feasible for which we do have to correct for the misspecification present when
constructing standard errors, see e.g. Hansen and Lee (2021), Lee (2018) and Kan, Robotti
and Shanken (2013). This all shows that the difference between IS and MISS is as indicative
for interpreting the behavior of the two-stage estimator as it is for the (pseudo-true value of
the) CUE. We therefore next provide a generalization of the traditional tests for identification

in correctly specified GMM, i.e. the sample analog of IS, towards tests for identification in
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possibly misspecified GMM based on the difference between IS and MISS, IS—MISS.

3 Empirical importance of IS—MISS identification mea-
sure

To show the empirical relevance of using IS—MISS to signal identification issues instead of
just IS, Figure 1 shows a scatter plot of MISS (=J) and IS statistics for eight well known
specifications of linear asset pricing models: Fama and French (1993), Jagannathan and
Wang (1996), Yogo (2006), Lettau and Ludvigson (2001), Savov (2011), Adrian, Etula, and
Muir (2014), Kroencke (2017) and He, Kelly, and Manela (2017)[] In line with common
practice, we incorporate a, so-called, zero-beta return while the factors and test assets used

in the eight different specifications are:

1. Fama and French (1993), the prominent three, so-called Fama-French, factors: the
market return R,,, SMB (small minus big), and HML (high minus low). We use
quarterly data from Lettau, Ludvigson, and Ma (2019) over 1963Q3 to 2013Q4, so
T = 202, for the three factors, and the twenty-five size and book-to-market sorted

portfolios as test assets.

2. Jagannathan and Wang (1996), three factors: R,,, corporate bond yield spread, and per
capita labor income growth. We use their monthly data from July 1963 to December
1990 so T' = 330, while one hundred size and beta sorted portfolios are used as test

assets.

3. Yogo (2006), three factors: R,,, durable and nondurable consumption growth. The
sample period is 1951Q1 to 2001Q4 so T = 204, with twenty-five size and book-to-

market sorted portfolios as test assets.

"We thank the authors of Jagannathan and Wang (1996), Yogo (2006), Lettau and Ludvigson (2001),
Savov (2011), and Kroencke (2017) for sharing their data. For the models of Fama and French (1993),
Adrian, Etula, and Muir (2014), and He, Kelly, and Manela (2017), we use the extended data of risk factors
and test assets as in Lettau, Ludvigson, and Ma (2019).
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. Lettau and Ludvigson (2001), three factors: (lagged) consumption-wealth ratio, con-
sumption growth, and their interaction. We use quarterly data from 1963Q3 to 1998Q3

so T = 141, while the test assets are the twenty-five Fama-French portfolios.

. Savov (2011), one factor: garbage growth. We use the same annual data, 1960 - 2006,
while the test assets are the twenty-five Fama-French portfolios augmented by the ten

industry portfolios, as suggested by Lewellen, Nagel, and Shanken (2010).

. Adrian, Etula, and Muir (2014), one factor: leverage. Following Lettau, Ludvigson,
and Ma (2019), we extend the time period to 1963Q3 - 2013Q4, and use twenty-five

size and book-to-market sorted portfolios as test assets.

. Kroencke (2017), one factor: unfiltered annual consumption growth. We use the post-
war 1960 - 2014 sample from Kroencke (2017), while thirty portfolios, sorted by size,

value and investment alongside the market portfolio, are used as test assets.

. He, Kelly, and Manela (2017), two factors: banking equity-capital ratio and R,,. The
data are also taken from Lettau, Ludvigson, and Ma (2019) for the period 1963Q3 -

2013Q4, and twenty-five size and book-to-market sorted portfolios are the test assets.
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Figure 1: Scatter plot of MISS (=J) and IS statistics for different specifications
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Notes: Figure 1 shows MISS and IS statistics for eight specifications of linear asset pricing models.
Their associated factors are: Fama and French (1993): market, SMB, and HML; Jagannathan and
Wang (1996): market, corporate bond yield spread, and per capita labor income growth; Yogo
(2006): market, durable and nondurable consumption growth; Lettau and Ludvigson (2001): con-
sumption growth, (lagged) consumption wealth ratio and their interaction; Savov (2011): garbage
growth; Adrian, Etula, and Muir(2014): leverage; Kroencke (2017): unfiltered consumption growth;
He, Kelly, and Manela (2017): market and the banking equity-capital ratio. All specifications in-
corporate the zero-beta return. For detailed descriptions of the risk factors and test assets, we refer
to the published articles.

Because MISS<IS, all scatter points in Figure 1 are below the 45-degree line but their
proximity to it is striking. For all points, the distance to the 45-degree line, which equals
the IS—MISS identification measure, is much smaller than the value of IS. It shows that IS
overstates the identification strength so it is important to use the IS—MISS identification
measure instead.

Table 1 shows the values of the MISS (=J) and IS statistics for specifications that incorpo-
rate or do no incorporate the zero-beta return, \g. Removing it adds to the misspecification
MISS but increases the traditional measure of identification IS so the net total effect on

the appropriate misspecification measure IS—MISS varies. For some specifications, like, for
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example, Fama and French (1993) and to a lesser extent Kroencke (2017), the net effect on
IS—MISS is substantial but for most others the effect is rather minor which indicates that
identification has not improved by removing the zero-beta return.

Table 1: MISS and IS statistics
Panel A contains the MISS and IS statistics from Figure 1, for which the zero-beta return,

indicated by A, is incorporated. In Panel B, the zero-beta return is removed so Ay = 0.
Significance at 1%, ***; 5%, **; 10%, *.

(A) Impose A\g = 0: No (B) Impose \g = 0: Yes

MISS IS MISS IS

Fama and French (1993) 59.34%*%  106.81%** 87.4THE  974.39%+*
Jagannathan and Wang (1996) 75.07 103.54 86.46 103.56
Lettau and Ludvigson (2001) 31.11* 31.75% 37.15%% 40.90**
Yogo (2006) 17.14 17.34 19.42 19.60
Savov (2011) 134.27%%F  140.68%** 268.60***  206.78***
Adrian, Etula, and Muir (2014) 28.42 31.97 30.41 42.03%*
Kroencke (2017) 59.84%H* TR 4T 60.03***  102.77HH*
He, Kelly, and Manela (2017) 35.32%* 35.88%* 44.44%** B9 T4HHH

4 Identification testing in weakly identified and mis-
specified linear GMM

In correctly specified linear GMM, the reliability of traditional inference methods depends
on IS which tests identification of the true value. The sample analog of IS is therefore widely
used to test for it, see e.g. Cragg and Donald (1997), Kleibergen and Paap (2006) and Robin
and Smith (2000). In potentially misspecified linear GMM, it is, however, the difference
between IS and MISS that is indicative for identification of the pseudo-true value of the
parameter of interest. Figure 1 shows that IS then often overstates the identification strength
for well known empirical studies when compared to IS—MISS. It is therefore important to
be able to test the hypothesis of no identification in potentially misspecified linear GMM

based on IS—MISS instead of just IS. We therefore next develop tests of no identification
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using [S—MISS. For expository purposes, we do so for increasingly demanding settings of
the number of elements m of @, the strength of misspecification and the specification of the

covariance matrix V.

4.1 Homoskedasticity, known covariance, m =1

When IS=MISS, the pseudo-true value 07, 5 is not identified in misspecified GMM. To cast

no-identification into a testable hypothesis for m = 1, we use that, see Kleibergen (2007):

IS = limg_,00 Qcup(6). (27)

Under homoskedasticity, the CUE objective function corresponds with (twice) the concen-
trated log-likelihood that results under normally distributed errors in linear models for 1(0)
and J(0). The sample analog of IS—MISS therefore equals the likelihood ratio (LR) statistic
for testing the hypothesis of an infinite value of 6. Because elements of the different test sta-
tistics might become ill defined for an infinite value of the parameter of interest, we use the
invariance of the CUE population objective function to frame the hypothesis of an infinite
value of # into one of a zero value of the parameter « in an altered moment equation:

1y (6) = p(0) + JO)0 ] npla) = J(O) + (0)a (28)

Hy:0==+00 Hy:a=0

with the accompanying CUE population objective function:

-1

Qevea) =ngla) |(“SE) V()| ngla) 5018 = Qeupla=0).  (29)
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Hence, the difference between the sample analogs of IS and MISS equals the LR statistic for

testing Hy : o = 0:

LR(a =0) = S — MISS = Qcve(a = 0) — mingeg Qevrp(a), (30)

with I/S MISS and QCUE(a) the sample analogs of IS, MISS and Qcyg(a) resp..

In correctly specified homoskedastic linear GMM with m = 1, the (asymptotic) con-
ditional critical value function for the LR statistic testing a point null hypothesis on the
structural parameter against a two-sided alternative, is established by Moreira (2003). An-
drews, Moreira and Stock (2006) show that the resulting conditional LR test is optimal.
We, however, use the LR statistic for testing the equality of IS and MISS so we establish a
conditional critical value function for it under IS=MISS. We do so using the specifications
in Theorem 3 and Equation (26| and by respecifying the limit behavior from Assumption 1
into the independent components used for testing Hy : @« = 0 by means of weak identification

robust statistics, see e.g. Kleibergen (2005, 2007).

Assumption 1*:  Assumptions 1 and 2 imply that the joint limit behavior of fi;(0) =
a(0) — j(O)Q;}QJM and J(0) is characterized by:

VN f1,(0) — iy . w,u.J
vee(JO) =) ) 4\ v, |
(31)
w“"] ~ N(Oa diag(wuu.Ja QJJ) X Q)7
Yy

) B 1 B .
with 1/)11«] - wu - Q/’JQJJQJW Wpp.J = Qw - W,LLJQJJWJH-

Instead of using the asymptotically independent components from Assumption 1* to con-
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struct the limiting distribution of LR(a = 0) under our null hypothesis of no identification:

Hy : IS=MISS < Hy : C'a =0, d'a > C'C, (32)

we do so instead for the boundary setting;:

Hy:C'C —da=0, C'a=0. (33)

The boundary setting similarly implies no identification of the pseudo-true value. Theorem

4 states the limiting distribution of LR(av = 0) under Hj for known values of Q2 and Q.

Theorem 4: When Assumptions 1, 2, m = 1 and the weak identification and misspecifi-

cation assumptions from Theorem 3 and Hj hold:

PN PN 2 ~
LR(a =0) = 1 |¢'C — aa + \/ (C'(J - aua) +4(Cra)?

= L[5+ OY (W5 + C) = (W +aY (W + a)+

V(W5 + 05 +C) = (U +a) (0, + @) +4 (5 + Y (], + )’
— 3 (W35 — Ol ) + O — a'

L (505 + 20005 — oty — 2007, ,) + 4 (650 + s + O ),

(34)

1
with & = VNQ~ 2HJ( Jw,, W, C \/_Q_5J( Q7 Cla =0,d'a =C"C, ¢ = Q_%¢JQJ5 ~
1
N, Ix,), ¥}, = Q_Ewuhjw#;‘] ~ N(0,I,) and independent of 5.
Proof. The first expression results from solving for the smallest root of the (quadratic)

characteristic polynomial, see Moreira (2003). For the remaining part, see the Appendix. =

The functional expression of LR(a = 0) shows that it just consists of sample analogs
of the discrepancy of both elements of our hypothesis of interest . The limiting distri-
bution of the LR statistic in Theorem 4 is for the setting of joint weak identification and

misspecification stated in Theorem 3 with known values of the covariances €2 and (). The lim-
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iting distribution differs when incorporating the estimation error resulting from estimating
these covariances which we discuss later.

The LR statistic is an invariant statistic and therefore, as all invariant statistics are, a
function of the maximal invariant which equals the normalized quadratic form of (fi,(0) :

J(0)), see Andrews et. al. (2006):

MAXINV = N x Q~2(j * J(0))Q~(

=
=
(e
S—
N—
~
N
Il
>
o
>
o
|
VR
e
g\> IS)
%
Q
~~

(35)
The limiting distribution of the maximal invariant only depends on three population para-
meters: a’a, C'C' and C’a. In Moreira (2003) and Andrews et. al. (2006), the LR statistic
is used to test a null hypothesis which pins down two of the three parameters on which
the maximal invariant depends, C'C' = 0, a'C' = 0, while a sufficient statistic exists for the
remaining parameter, a’a, which is also asymptotically independent of the other components
of the maximal invariant. They can therefore construct the conditional distribution of the
LR statistic given the realized value of this sufficient statistic from which the conditional
critical value function for the LR test of their hypothesis of interest results.
We construct a conditional critical value function for our LR statistic for the boundary
non-identified setting which equates two of the three parameters of the maximal invari-
ant: a’a = C'C, and has the remaining one equal to zero, a'C’ = 0. To obtain a convenient

conditioning statistic, we transform the components of the maximal invariant to:

MAXINV = (C'C — @a, C'a, d'a+ C'C), (36)

which similarly represents the maximal invariant because any invertible transformation of
the maximal invariant is also a maximal invariant. The reasons for the transformation are

two fold:

1. LR(a = 0) in (34)) is only a function of the first two elements of the maximal invariant
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in , C'C — &a, C'a, and not of the last element, @'a + C'C.

[\)

. Under Hy (33):

CC-itas CC-da+2(S)(F)+ (1) (F)

’l/)* % *
wn.J w.J w.J

= 29 () + () () -
Cla— (U5 +CY (W +a) = (&) (J7) +v5v.,

AL N * * ! *
C'C+ila— CC+da+t 2(9)'( s+ () (),

and (fj

a

)/(S) =0, (g)/(f) =0, (g),(fa) = 0. The dependence between the different
components in then only results from their last elements which are uncorrelated
but not independent. The first two components of MAXINV therefore become
independently distributed from the last component for larger values of a’'a = C'C' when
the sample size increases and are approximately independently distributed for smaller

values of d'a = C'C.

The above two reasons show why

rk = a'a+ C'C, (38)

is a convenient conditioning statistic for computing a conditional critical value function for

LR(a = 0). Because of our different hypothesis of interest, this conditioning statistic is

distinct from the one used for the conditional critical value function of Moreira (2003) which

is also a sufficient statistic for the remaining population parameter while is not.

The algorithm for computing the conditional critical value function is stated in the Ap-

pendix. By sampling ¢ and C using v, ; and ¢ for a large range of values of a and C

that satisfy H, it computes the conditional distribution of LR(cv = 0) given rk= i'a + C'C.

The conditional critical value function for conducting a 5% significance test of Hf using

LR(a = 0) then corresponds with the 95% percentiles of the computed conditional distrib-
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ution of LR(« = 0) given rk.

The figures in Panel 2 show the computed conditional critical value functions for different
numbers of moment equations and the resulting rejection frequencies when we use them for a
5% significance LR test of no identification as a function of IS=MISS. It is striking how close
these rejection frequencies are to 5%. There is only some very minor overrejection for small
values of IS=MISS which could be removed by further calibrating the conditional critical
value function. Because of the computational ease of our algorithm and just the very small

size distortions it leads to, we, for now, refrain from doing so.

Panel 2. Conditional critical value function for testing Hj at the 5% signficance
level using LR(av = 0) as function of rk and the resulting rejection
frequencies for k; = 3 (solid), 10 (dash-dotted) and 25 (dashed).
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value function

The figures in Panel 3 show the power surface of the LR test of no identification. The
conditional critical value function is calibrated to the boundary setting of no identification
Hj but our main hypothesis of interest is (32). The power surfaces in Panel 3 show the

rejection frequencies with respect to violation of one of the two components in (32)) while the
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other one is kept at the hypothesized value. Figure 3.1, and its contourlines in Figure 3.3,
thus show the power surface of the LR test against violations of C'C' < da’a while C'a = 0,
and Figure 3.2 shows it again for violations of C'a = 0 while C'C' = d/a.

Figures 3.1 and 3.3 show that when a'a exceeds C'C' that the LR test of no identification
hardly rejects and rejects 5% for the boundary setting for which the conditional critical value
function is computed. The latter is revealed by the contour line at 5% coinciding with the
45° degree line in Figure 3.3. When C’C' exceeds a’a, Figures 3.1 and 3.3 shows that the LR
test has discriminatory power for rejecting these settings. The contour lines in Figure 3.3
are kind of parallel to the 45° degree line. On lines orthogonal to the 45° degree, a’a+C’'C'is
constant and so is then, approximately, the conditioning statistic. The contourlines therefore
show that for constant values of a’a+ C’C, the LR test clearly discriminates between settings
for which C'C' > d’a, for which it mostly rejects, or C'C' < d’a, for which it does not reject.

Figure 3.2 similarly shows that the LR test has discriminatory power for detecting values

of C'a which differ from zero when a'a = C'C.
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Panel 3. Power of 5% significance conditional LR no identification test, k; = 3
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1, 5, 10, 15, 20, 40, 60, 80 and 99%.

It is interesting to compare the power of the LR no identification test with other tests
that test part of the null hypothesis of no identification. Panel 4 therefore shows the power
of: 5% signficance LR test of no identification, 5% IS test which equals the F-statistic for
testing J = 0 and 5% MISS test which equals the J-statistic.

Figure 4.1 shows power when there is no misspecification. The IS test is then more

powerful than the LR test while the MISS test rejects at most 5% because there is no
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misspecification. Figure 4.2 has an increased level of misspecification for which the power of
the 5% IS test has not changed compared to Figure 4.1. Up to IS equal to 6 there is, however,
no identification. The rejection frequency of the MISS test at IS=6, is 17% while that of the
IS test is 50% and 5% for the LR test. The IS test therefore overstates the identification
strength while the MISS test has difficulty detecting misspecification. This is further shown
in Figure 4.3 where the level of misspecification has increased to 10. At MISS=10, the
rejection frequency of the IS test is around 80%, while there is no identification, that of the
MISS is around 45% and of the LR test is still approximately 5%. Figure 4.3 is interesting
because the MISS test still mostly not rejects up to IS=10 at which the IS test rejects
around 80%. The combination of these two tests therefore over states the identification
strength and under states the misspecification which shows the importance of a proper test

for no identification which allows for misspecification like the LR test.
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Panel 4. Power of 5% significance conditional LR no identification test (solid),

IS (dashed) and MISS (dash-dotted) tests, kf =3
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Figures 5.1 and 5.2 in Panel 5 show the power surface of the DRLM test proposed in
Kleibergen and Zhang (2023). It is a size correct test of Hy : « = 0 when using x?(m) critical
values. Since the score of the population objective function is zero when C’'a = 0, power
and size of the DRLM test coincide in Figure 5.1 while it has good power, exceeding that

of the LR test, in Figure 5.2. Similar to the IS test in Figure 4.1, it shows that for specific
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settings, the power of tests of just one component of the composite hypothesis Hy (32)) can
exceed that of the LR test but these tests have misleading power or no power when the other

component of the composite hypothesis Hy gets violated.

Panel 5. Power of the 95% significance DRLM of Hj : a =0, kf = 3
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The figures in Panels 6 and 7 show the power surfaces of 5% significance IS and MISS
tests for identical settings as for the LR test in Figures 3.1 and 3.2. They clearly show that
both tests do not manage to appropriately test all components of the composite hypothesis
H, (32).

The power surfaces in Panels 3-7 are for k; = 3 but are representative for other values

of the number of moment equations.
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Panel 6. Power of 5% significance IS no identification test, ks = 3
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Panel 7. Power of 5% significance MISS misspecification test, ky = 3
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4.2 Homoskedasticity, unknown covariance, m =1

In empirical settings, the covariance matrices 2 and () are unknown so we use consistent

estimators for them. To obtain a conditional critical value function for the LR test of no
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identification, we use the estimators:

[

L e - ()

1 N /
N E@':1 ZiZia

Q

(39)

O
Il

with (1“/) and Z; iid realizations of m +1 and k; dimensional random vectors with mean zero
and covariance matrices 2 and () resp.. We respecify them as quadratic forms with respect

to (infeasible) normalized covariance matrix estimators using Cholesky decompositions of

and @ :
Q= Q0Qz, Q'= Q00 =070, Q= Q07
40
Q= QQQY, Q'= QQ'Q=Q7Q:, Q= Q:Q7, "

. . 1 N "L .i / . “UHM . U'JMJ . . 1 N . . . .i . 1 ; . .
o0 = FEN ()G = (570 ) @ = FT A2 wi () = V(). 4 -
Q*%Zi, and hence have identity covariance matrices. We use ‘D to express LR(a = 0)
as a function of a, C' and normalized components which converge to standardized random

variables.

Theorem 5: When Assumptions 1 and 2, m = 1 and the weak identification and mis-
specification assumptions from Theorem 8 and H, apply, LR(a = 0), which uses the

covartance matrix estimators @)-@, can be expressed as:

LR(a=0) =1 |C"C - da+ \/ <é'é - afa>2 ) (C’d>2 , (41)
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Proof. see the Appendix. m

The expression for LR(«v = 0) in Theorem 5 shows that it under Hy only depends on
the length of a and C', which are identical while they are also orthogonal, and the normalized
components: W, W, 0, Q and \/—% Zf\; Z; (1“/:)/, which converge to standardized random
variables when the sample size IV increases. Since the population values of w,,,, Q. Q and
Wy, are, resp., one, the identity matrices of dimensions 1 and ky and zero resp., w,; converges
to zero at rate v/ N when the sample size N grows. The limiting distribution of LR(ar = 0)
therefore changes compared to Theorem 4 when, for example, CQ}}L& Ju Temains relevant
when the sample size gets large. The weak identification and misspecification approximation
of the limiting distribution of LR(« = 0) is then only valid when the length of a and C' under
Hy are of a smaller order of magnitude than the sample size so C'C/N = d'a/N — 0
when the sample size grows because of which also C’Qj}w Ju becomes negligible.

We compute the conditional critical value function using the same conditioning statistic

as for the known homoskedastic covariance setting:
rk = a'a+ C'C. (43)

The conditional critical value function is computed specifically for the sample size under
consideration so all elements that contribute to LR(av = 0) remain relevant. We calibrate
a conditional critical value function for LR(a = 0) by simulating a and C' for a range of

values of the identical lengths of a and C', while they are also orthogonal, and the respective
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sample size N for the data under consideration. Using simulated standardized iid random
variables 1;, V; and Z; for i = 1,..., N, we compute a and C' from and construct the
critical value function given rk using the algorithm discussed previously and stated in
the Appendix [

Figures 8.1 and 8.2 in Panel 8 show the 95% conditional critical value function of the
conditional LR test of given rk for ky = 3, 10, 25 and N = 250 and the rejection
frequencies of using them for a 5% significance LR test of no identification. Compared to
Figure 2.1, Figure 8.1 shows that the 95% conditional critical values are larger for higher
values of the conditioning statistic. For these values, the assumption that C'C'/N = a'a/N —
0, which validates the critical value function in Figure 2.1, is longer accurate. The rejection
frequencies in Figure 8.2 are all close to 5% which shows that the computed conditional
critical value function controls the size of the test.

Because power surfaces for the estimation covariance matrix setting are very similar to

those for the know covariance matrix setting, we, for reasons of brevity, do not show them.

8The conditional critical value function can similarly be computed by resampling the normalized data
using the bootstrap. It is also possible to construct the conditional critical value function using a higher order
approximation which uses the limiting distributions of the (infeasible) normalized covariance estimators. This
higher order approximation equivalently depends on the sample size N.
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Panel 8. Conditional critical value function for testing H at the 5% signficance level

using LR(a = 0) as function of rk and the resulting rejection frequencies
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4.3 Homoskedasticity, known covariance, m > 1

For m > 1 and homoskedasticity, which implies the KPS covariance matrix from Assumption

2, the difference between the sample analogs of IS and MISS equals the LR statistic that

tests for a zero value of a in the population moment equation:

ns(a,y) = J(0)1 + p(0)a + J(0)2y,
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with J(O) = (J(O)l J(O)Q), J(O)l : k’f X 1, J(O)g . k’f X (m — 1), SO

LR(a=0) = IS — MISS = min egm-1 Qcup(a=0,g) — mingeg mingegm-1 Qcurla,g),

! -1
(a® I;) (a® I,)
for @CUE(a7g) :ﬁf(amg)/ ]k'f ‘A/ ka ﬁf(a7g)7
(9 ® Ii,) (9@ Ir;)

i1 (,7) = J(0)1 + f(0)a + J(0)7.
(45)

The moment equation in (44)) is normalized using the first column of J(0). The LR statistic
is invariant with respect to this normalization so an identical value results when normalized
using any other column of J(0).

The expression of the LR statistic in is identical to the subset LR statistic for test-
ing one of multiple structural parameters in the homoskedastic linear IV regression model
analyzed in Kleibergen (2021). In Kleibergen (2021), a conditional critical value function
for it is constructed which makes the subset LR test size correct under weak identification
of any of the structural parameters and optimal under strong identification of the partialled
out endogenous variables. The null hypothesis in Kleibergen (2021) under which the con-
ditional critical value function is constructed, however, differs from the one here. We use
the specification from Theorem 3 to specify our hypothesis of interest as a function of the
population parameters to construct a conditional critical value function for the conditional

LR test of no identification.

Theorem 6: Using the specification from Theorem 3, a sufficient condition for the hypoth-

esis of no identification is:

Hy : IS=MISS < Hy : Up,a = 0 and b > 1S = 52, (46)
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with b = Ug ya and which results from a singular value decomposition (SVD) of C':
C =UcScVY, (47)

where Uc = (Ucy & U : Ucs2) is an orthonormal ks x ks dimensional matriz, Uc; :
krx (m—1), Uopm : kf x 1, Uga : kf x (kf —m) dimensional matrices, Vo is a m X m
dimensional orthonormal matriz and Sc is a ky x m dimensional matriz with the singular

values, sc1 . ..Scm, in decreasing order on the main diagonal.
Proof. see the Appendix. m

The population value of MISS equals the smallest root of the characteristic polynomial:

‘AQ—N<uf(0) J(()))/Ql(ﬂf(o) J(O))‘ =0 <

() (o )] o

Theorem 6 lays down the conditions for IS, which is the squared smallest singular value of

(48)

C, S%’m, to be identical to the smallest root of . The boundary condition occurs when b'b
equals IS and Ug, ,,a = 0. It results in both the smallest and second smallest characteristic

roots of to be equal to IS:

Ha : )\aC,m = )\aC,(m+1) = ISa (49)

with Ac,(mt1) and Agom the smallest and second smallest root of (48). Compared to the
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boundary setting under m = 1 Hj , the boundary setting for m larger than one is:

Boundary non-identified setting for m = 1 compared to m > 1:

m=1 m>1
H - C'C—da=0]s%, —bb=0
’ (50)
C'a=0 Uoma =0
Conditioning statistic C'C +da MISS + j\aC,m
Population value conditioning statistic C'C+da b'b + Xacm
The LR statistic, LR(« = 0), equals the difference between IS and MISS:
LR(a = 0) = IS — MISS. (51)

Under Hj and for m = 1, the smallest two roots of are a’a and C'C), in either order
because C’a = 0, and they equal IS which is computed just using C, IS=C’C. Under Hj and
for m larger than one, the smallest two roots of are also both equal to IS. The sample
analog of their sum is similarly approximately independent of the sample analog of their
difference as for C'C + @'a compared to C'C' — dd 1} which we used for the conditioning

statistic when m = 1. We therefore use

vk — MISS + ducn, (52)

with j‘aC,m the second smallest characteristic root of the sample analog of , which equals
the squared second smallest singular value of (a : é), as conditioning statistic for larger
values of m.

We compute the conditional critical value function identical to the one structural para-
meter setting, m = 1. The null distribution accords with Theorem 6 where we also use large

values for the second smallest to largest singular values of C. We do so because Kleibergen

(2021) shows that the distribution of LR(«r = 0) is a non-decreasing function of them. Fig-
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ure 9.1 shows the 95% conditional critical value function when m = 3 and k; = 5, 10 and
25. Figure 9.2 shows that these conditional critical values control the size of a 5% LR no
identification test because the rejection frequencies are all close to 5%. It shows that the
conditioning statistic and the resulting conditional critical value function work well.
Figure 2 uses large values for the larger singular values of C'. Figure 9.3 shows the sensitivity
of the LR no identification test using a conditional critical value function computed for large
values of the second smallest to largest singular value of C' when the actual singular values
are (much) smaller. The rejection frequencies in Figure 9.3 are all below 5% so the condi-
tional critical value function also makes the size of the LR no identification test controlled

for smaller singular values of C.
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Panel 9. Conditional critical value function for testing Hf at the 5% signficance level

95% conditional critical value

Figure 9.1. 95% conditional critical value function

using LR (v = 0) as function of rk and the resulting rejection frequencies

for k =5 (solid), 10 (dash-dotted) and 25 (dashed), m = 3.
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larger singular values

Figure 9.3. Rejection frequency surface as function of

larger singular values of C, m = 3, ky = 10.

The figures in Panel 10 show the power of a 5% significance LR no identification test.

Figure 10.1 shows the power surface when we vary 0'b and s, while U, ,,a = 0. Figure 10.2

shows the contour lines of the power surface in Figure 10.1. It shows that the 5% rejection

frequency contour line coincides with the 45° line. Under Hy, the population value of the
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conditioning statistic corresponds with 0'b + s?, whose equivalue lines are orthogonal to the
45° line which further explains the choice of this conditioning statistic. It shows that power

is (locally) maximized along the line of constant values of the conditioning statistic.

Panel 10. Power of 5% significance conditional LR no identification test, m =3, k; = 10
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4.4 Homoskedasticity, unknown covariance, m > 1

For homoskedasticity with m larger than one, we use the covariance matrix estimators in (39))
which we again specify as quadratic forms. We use to express LR(a = 0) as a function

of a, C and normalized components which converge to standardized random variables.

Theorem 7: When Assumptions 1 and 2 and the weak identification and misspecification
assumptions from Theorem 3 and H{ (p0) apply, LR(a = 0), which uses the covariance

matriz estimators (@)—(@), can be expressed as:

LR(a = 0) = IS — MISS, (53)
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where 1S and MISS are the smallest characteristic roots of resp.:

M, —C'C| =0,

L\ ) (54)
- (a:¢) (azc)| =0

with

= QF [509055 + (Fe T 291637
and @ = Uba, Z; = UnZi, Q = UQUe = 25N 2,70, Q72 = Q 3Uc, V; = ViV, Qg =
VC/VQJJVC, 50 Qj} = (VC/VQJJVC)_I = Vc’lﬂJJVé’l = VC,vQJ]VO because Vo is orthonormal
Vet =V, and @y, = Vi g,
Proof. see the Appendix. =

The expressions for @ and C' in are similar to those in and differ only because
the normalized covariance matrix estimators involved in are quadratic forms of the
eigenvectors of the singular values resulting from the SVD of C' in with respect to the
normalized covariance matrix estimators used in . Because these eigenvectors are all
orthonormal, the population value of the normalized covariance matrix estimators in (55))
remains the identity matrix.

Theorem 7 shows that the large sample behavior of LR(a = 0) only depends on a, the m
singular values of C' present in S¢ and the standardized random variables w,, 7, W, 0 T
and (\/LN SN Zi(w; + V;)"). The boundary setting of no identification Hj remains identical
to (50).

For the known homoskedastic covariance matrix setting, we obtained a conditional critical

value function for the LR test of no identification by setting the larger singular values of C
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(s¢1-.-Scm—1), to (very) large numbers, see Figures 9.1-10.2. The known covariance matrix
setting corresponds with values of Q, €2, and w,, equal to identity matrices and one resp.,
and Wy, equal to zero in a and C in 1} The infeasible covariance estimators converge
to these values at rate v/N so for the conditional critical values from the known covariance
matrix setting to apply, the larger singular values have to be such that S¢/ V'N becomes
negligible and C'/ VN as well. Hence also the larger singular values have to be small relative
to /N for the known covariance matrix setting to result in conditional critical values that
lead to a size correct LR test of no identification.

Theorem 7 shows the spill over of the larger singular values of C' present in S¢ to a
which did not occur for the known homoskedastic covariance matrix case. To compute the
conditional critical value function for the empirical application of interest, we therefore need
to estimate the second smallest to largest singular values in S¢ and Ug ;a, i.e. the part
of a that is spanned by the eigenvectors of the second smallest to largest singular values.
Hence, we compute S¢, Ug ya and use the specific sample size N. Next, we generate iid mean
zero, identity covariance matrix realizations of i, Viand Z;, i = 1,..., N, which we use to
compute & and C for a range of values of b'b = S¢.m- We then compute conditional critical

values using the algorithm in the Appendix given:

rk = @ + S\QC,m, (56)

with MIS\S and j\aC,ma the smallest and second smallest characteristic roots of the charac-
teristic polynomial on the bottom line of (54). These are also computed from the simulated
realizations.

For the Fama-French (1993) three factor model with and without the zero-f return using
data from Lettau et al. (2018), Figure 11.1 in Panel 11 shows the 95% conditional critical
value functions that result when incorporating the zero- return or not. Figure 11.1 shows

that these critical value function are basically identical but differ from the one which would
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result when we ignore the estimation error that results from the covariance matrix estimators.

Figure 11.2 in Panel 11 shows the resulting rejection frequencies which are very close to 5%

for both specifications. Figure 11.2 also shows that usage of the conditional critical value

function that does not incorporate the estimation error from the covariance matrix estimators

leads to considerable size distortion.

Panel 11. Conditional critical value function for testing Hj at the 5% signficance level

using LR(« = 0) as function of rk calibrated to Fama-French (1993)

three factor model with zero-/ return (solid), without (dash-dotted), ky = 25, m = 3,

N =201 (solid) and known covariance (dashed) and resulting rejection frequencies
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Panel 12. Power of 5% significance conditional LR no

identification test calibrated to FF93, m = 3, ky =25, Ao # 0

Rejection frequency
2 =2 =2 2
(] - [=2] @ -

=]
So

Figure 12.1 Figure 12.2

Ugma =0 contourlines at 1, 5, 10, 15, 20,

40, 60, 80 and 99%.

The figures in Panel 12 illustrate the power of the LR test of no identification calibrated
to the Fama and French three factor model with the zero- return and using the Lettau et
al. (2018) data. Figure 12.1 shows the power surface over IS and MISS, while Ug, ,,a = 0,
and Figure 12.2 shows the accompanying contour lines. It shows that the contourline at 5%
is very close to the 45° degree line, where IS=MISS, and the equivalue lines of the population
value of the conditioning statistic are orthogonal to it.

Table 2 shows the results of the LR no identification test for the Fama-French three factor
model using data from Lettau et al. (2018). Both for the specifications with and without the
zero- return, the IS and MISS statistics are strongly significant which gives the impression
that the risk premia are identified in either specification while they are also misspecified. For
the specification which includes the zero- return, the proper LR no-identification test is,
however, not significant at the 5% level but just at the 10% level. It shows that we can not
reject no identification with 5% significance. For the specification which does not include
the zero-f return, the risk premia are well identified as reflected by the very large value of

the LR statistic.
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Table 2: LR test of no identification for Fama-French (1993) data with

market, HML and SMB factors. Significance at 1%,***; 5%,**; 10%,*

M#0 | A=0
IS 106.8°* | 974.4*
MISS 59.37* | 87.8*
LR(a = 0) = IS — MISS 475 | 88T
Conditioning statistic: MISS + Ayc | 1823 | 1109
95% conditional critical value 50.3 215.8

5 General covariance, m =1

We next analyze how we can reflect the null hypothesis of equal values of MISS and IS as
a function of the population parameters for a setting with a general covariance structure,
weak identification and misspecification and one structural parameter of interest, so m = 1.
We aim to pin down the setting of the parameters in Assumptions 1 and 1* that lead to
equality of IS and MISS in order to establish a limiting distribution of the different statistics
under our hypothesis of interest. No identification of # implies that both the derivative and
Hessian of the CUE population objective function are equal to zero at a = 0. Theorem 6

states them at the hypothesized value of the parameter of interest, Hy : o = 0.

Theorem 8: When Assumption 1 holds, m = 1 and using an extension of the weak iden-

tification and misspecification assumption :

1 1
J=J(0) = JLNVJ%,C, = VLNV@J@
_1 _1 _1
C=+VNV,?J, a= \/NVNM?JMJ = \/NVW?J;L(O) -V

pp-J

1
2

_1
VuJ VJJQIC
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for py = p(0) = ViV J0), Vis = Vi = VidVi Vig, Vigw = Vs = ViV Vo, and C
and a finite non-zero k-dimensional vectors, we can express the first order condition and

(scaled) Hessian at Hy : o = 0 as:

L, 1
X2 Qevp(a=0) = aIVMQI:-JVJf/C =da'B'C =a"SpC* =0

/!

_1
VJT]lv,L:JVJJZIC

1 1 1 1 1
N 92 _ _ o ns2! —17/2 AVanr) -3/ /2
2 (9a)? Qevp(a=0)= a ,LL;L.JVJJ VW.JCL — OV, 2 VgV C —2a e

= d'B'Ba— C'BB'C —2d'B'D'B'C
= CL*/S%CL* — C*IS%C* — 2CL*/SBUJIBVDSDUIDVBSBC*
= (SBa* — U’BVBSDUbVBSBC*y(SBG* — UEVBSDUE)VBSBC*)—

CSpVEUp (L, + SH)UpViSpC*
(58)

with B =V, 2 V2, = UpSpV}, D =V, 2V,,V,? = UpSpV}, a* = Vha, C* = UkC, with

pp-J
Ug, Up, Vi, Vp orthonormal ks x k¢ dimensional matrices and Sp and Sp the ky x ky
dimensional diagonal matrixz with the singular values of B and D in decreasing order on the

main diagonal.

Proof. see the Appendix. =

The specification of the first order condition and Hessian in Theorem 8 shows the difficulty
of pinning down the population parameter setting(s) where the Hessian equals zero when
the covariance matrix does not have a KPS structure. When the covariance matrix has
a KPS structure, so V,, = w,,Q, Viy = wiyQ, Vi = wuiQ, Vips = W@, wups =

pd

1
Wpp — W Jw7 W', ;, the first order condition at o = 0, (%) 2a/C = 0, further implies that

the Hessian at @ = 0 corresponds with:

/
N 92 . . Wup.J Wy J Wy J

2 (9)? Qcup(a=0) = "53‘] <CL N \/wu;JwJJ C) <CL N \/wu;JwJJ C) B

s 010 (14 282 (59)

wyJg Wy JWJIT)

— S (gfq — C'C),

wJiJ

so a zero value of the derivative and Hessian imply that «’C' = 0 and a’a = C’'C. Hence, the
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first order condition and Hessian at & = 0 can be expressed as functions of the small number
of parameters on which the maximal invariant depends: a/C, a’a and C'C, which similarly
applies to the condition that IS equals MISS. The population value of the conditioning
statistic equals a’a + C'C' so it provides an (almost asymptotically independent) estimator
of the remaining nuisance parameter, (double) the length of a’a and C'C.

For a non-KPS covariance matrix, we have to use the data at hand to obtain the nuisance
parameters appearing in : B and D which can equivalently be represented by Sg, Ug,
Vg and Sp, Up, Vp. We can then set a value of a* and solve for the value of C* which makes
hold. Using these, we can simulate data and obtain realized values of MISS and IAS,
while the sample analog of

rk= (Spa* — UpVpSpULVpSpC*) (Spa* — UpVeSpULVeSpC*)+ (60)
C¥SpVpUp(I, + Sp)UpVeSEC™,

could serve as a conditioning statistic. This all shows that while the extension to more general

covariance matrices is empirically very relevant, it is also faces considerable challenges which

we leave for important future work.

6 Conclusions

The widely employed Jacobian rank tests do not test the appropriate hypothesis of no-
identification of the structural parameters in potentially misspecified linear GMM. We pro-
pose a conditional LR test of no-identification which does. For applications, alongside its
conditioning statistic, the conditional critical value function depends on the sample size at
hand and a few consistently estimable nuisance parameters. When applying the conditional
LR no-identification test for linear asset pricing, we find that for some well known specifica-
tions the hypothesis of no-identification can not be rejected at the 5% signficance level.

The conditional critical value function is constructed for a setting of homoskedasticity.
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In future work, we plan to extend it to more general covariance structure. Because the

null distribution then depends on more parameters, for reasons of brevity, we refrained from

doing so in the current paper.
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Appendix

Proof of Theorem 1: We first specify:
US YV, = (UhSV), S V),) =Q 2D (—9* : [m> 02,

so using a Cholesky decomposition of Oz

2
g 0

w

-1 -3 -2 |’
_QJJWJ#W;W.J Q7

with w7 = w,, — WMJQ;}WJH7 from which the specifications of D* and 6* result:

US VY, = QiDQ,? o
D' = Q3LSVLO3,
USV, = QiD (=0 — Qwp)w,?,
USIV), = UhS Vi3, (—0° QE}WJM)%:EJ A
W0+ Qfwndents = VEVE =
0" = —QEEVQI%WE Q;}WJM

ped I,
= —Q;}WJM + QJ} VggiQlw;MJ
since V{lvlg + V£1V22 = 0, SO —Véfll%l = V22V1}1, —V11V2]1 = VfQIIVéz.
We next specify:
UsS:Vy = Q2 D\ (—«9* : Im) Qz,

€

Un U Vi V
Y — 1 U Cand V = 1 Vi2 ’
Us1 U Va1 Vaz

where U1, Va1 are m x m dimensional matrices; V];, Voo are m x 1 dimensional vectors, Ujs,

SO using

Us1, and Usy are m X (ky —m), (kf —m) x m and (k; —m) x (kf —m) dimensional matrices

and Vi, is a scalar, Uy = (Zi), U, = (Z;;) A convenient specification of D%, which also
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satisfies DYQD? = Iy, _p, is:

(

1
2

(

D= Q

U STV Q03 Vo Sildy,

—U STV Q02 VSl

[kffm

]kf—m

)

( U ST V5 Q7 Q5 Va Silly, )
Thym _
_ , _%
g [ U Ui U, —u{ﬂu;l)
kafm kafm ka*m
- 1
/ 2
_ ot Ussl Ul Ussl )
Ik:f—m ka—m ka—m
L Unalds ) i
= @2 121 - )(ka—m + Upy U Uiolyy') 2
kf—m
= 0 [ ) g i Wt + U )
- Z/{ 22 22 124412 220422 )22
22
_1 Z/{12 _ _ 1y 1
= Q2 uzzl(uzzlluzzl) 2
u22
U
= Q| 7 Uy (Unlhyy)?
u22

Q2 Uslsy' (Unoll

)7

since U} Uy + Uy Uy, = 0 (because of the orthogonality of U), Uillyy = —Uj ' UL, and

U{Qulg + u52u22 = ka_m.

Similarly, since (—9* : Im) = [(
L
1, and using that

o4

!/

4



we have that

(—0* : Im)LQé — [(61*)/9(01*)]é (1Yo
[

61*)/9(61*)]_5 (1:-— uu JV11V21 Q;7 WMJQ;}>

: 91),9(91*)]_§ wh, (L = ViuVa')

= (]_ —_ V11V2_11><]_ — V11V2_11),:| (]_ — VllVQ_II)

N=

D=

= Jasvava vy | i -ve

= (V' (VipVie + V§2V22)V1721)7%V1721/ ( lo VéQ)

1

= (V') vy (% % V;2) Qs
= (VeVi) V'V

»

since V{1V12+V51V22 = O, SO —VéIIV{l = V22V1_21, —V11V2_11 = VI_QI,VQQ, and V{2V12+V52V22 -
1, from which it then results that

[N

_1 _
A = (Unalhyy) " 2Uz2S5 V15 (Vi2Vis)
We show the equivalence with the k-class expression for the pseudo-true value 6* :

= (JOYQ (0 = 7 HIO/Q 0y 0) — 70 |
= Q5@ TOYQ IO} — 71 QT IO/ y(0) - 7 )

where 7 = 0 leads to the two stage estimator and 7 equal to the smallest root, 7, of the

characteristic polynomial
7 — (1,(0) £ J(0))' Q™" (11(0) : J(0))| = 0,

provides the CUE. The singular value decomposition of (1(0) : J(0)) shows that 7, =
858y = N\
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According to the singular value decomposition:

Q_% (:uf<0) - J(O)Q;}WJ#) W;E.J = Uus ( Vit Vio )l &
Q—%,uf(o = Q2J(0 0)Q;jw s, +US ( Vi1 Via >/w§/u &
'uf<0) - J(O>Qj}wJu + QE U SIVi; + UsSa Vi) wé,u,.]
Qf%J(O)Q;J% = US( Va1 Vaa )l -
= US1V5) + Us SV
Q2 J0YQ 1 T0)2 = VauS[SiVhy + VinSiSaVy
V18151V + Timin Vo2 Vo &

Va1 (S{Sl — Tmin]m>Vél + Tmin(VZIVél + V22V52) =
- V21 (S{SI - Tmin]m>vél + Tmin]m7

Q;;/,]<O>’Q_1J(O)Q;; + Im = V21 (8181 - 7-minIm>Vé1 + (Trnin + 1>Im

since Vo1 Vi, + Vao Vi, = I, which shows that when Vs is of reduced rank, like, for example,

1 1
Z€ro, Tmin 1S One of the characteristic roots/eigenvalues of 2 Jj/J 0)Q™tJ(0)2, 2

We first construct the expression for the pseudo-true value of the two stage estimator

* .
928 .

J(0)Q 1y (0) =

*
028 -

(@ 270)] [@us00)

TOYQT IO e + Oy RSV + UoSa V]
(UL SV + Us S V1) wuu-J

J<0) Qflj(O)Q}JWJu + Q%JVﬂSiSlV{lwéu.J—'—
QJJVQQS SgVuwWJ

J(0y Q J(O)QJJwJM + 02 VnSISIVw!, -+

WJ
J(OYQ T (0)2 ke s + Q3 Vo (SIS — Ti) Vw2,
—(J(0)yQ~"J(0))~*J(0)'Q " 11,(0)
_QEJWJu_
Q)2 (Var (SISt — TwinLm) Vit + ToinTn) ™ Vit (S1S1 = Tawin) Vi,

_Q;}WJM — Q;Ji (V213{S1Vél + TminVQQVéz) (V213/81V11 + TmmVQQVH)

since V21V{1 + VQQV{Q = 0, SO V22V12 = —V21V{1.
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The pseudo-true value of CUE can be specified as

1 1 1 _1 _1
Orww = —5 (953 J0YQ7 (0097 — Taind) (25 TOYQ 11 (0) = 70,7 w5)
“3 ¥ -3
= _QJJ(QJJ

—_

)Q~
J0)YQTI(0)2,2 — Tuminlm) ™
'Q <J(0)Q;}WJM +US < Vi1 Vio >Iwéu_J) — TminQJJé/wJu}
= O IO QT IO — i) (253 70YQ IO — Twin) 2w
0 IOV IO — rainl) 95 10YQ S (Vi iy )
= 05wy, — Q2 [UhSI VY + UsSa Vi) (UhSiVhy + UsSoVig) — Tsinlin]
(ULSI V) + UsSa Vi) (UhSI V), + UsSa Vi) wéuw,
= —Qwi, — Q;J% V) 8181V + VyuS48a Vs — TaninIm] - (Va1 SIS1V], + Vi SLSa VL) wﬁ%lt-J
= Q;JMJH Q_l Vo1 (8181 — Tmin]m)vél + Tmin (Vo1 Va1 + Vo Vip — Im)]_l
(Vo1 5181V + VQQS’SQV{z) ou
= QWi - QJJ Var (8181 = Tain L) Viai]  (VarSiSIVY; + V225'52V12)
= —Qjjw - Q}J Vi (8181 — Twinlm) (SiS1V1 + Vi Var SpSa Vi, ) w?
)
m)

—
2
<
Sl
=
G
—~
(@)
SN—

MMJ

MMJ

= —Q;}WJM - Q;EVQ_IU(S{‘SH - Tmin]m (SiSlVll Tman11V{21V12)
- _Q;}WJ;L Q;;Vill(slsl Tmind, (8/81 TmmIm)Vuw

_ -1 1/
- _QJJWJM QJJ V21 Vnw QJJWJ,LL + QJJ V22V12 w?

ou
.U.UJ

ppd pp.d?

SiIlCG V21Vél + VQQVQQ - .[m and VQlV{l + VQQV{Q - 07 SO V2_11V22 - _V{1V151
The pseudo-true value of the least squares estimator, which results from the expression
of the k-class estimator when 7 = —1, reads:

0= —UO1Q 0 +000) O wy0) 7 |
= O TORTIO0,] + ) (] I0/Q (0 0) + 5 wn)
= _QJJT<QJJ?/J(O) J(0 )QJJ +1n)” 1(QJJ? J(0)Q~1J(0 )QJJ +1n)Q;7 WJﬁ“
—Q §<QJJ§,J<O> LJ(0 )QJJ + 1)~ 1( J;,J(O) 2 (Z/{ISIVH + UpSa Vi) w W.J
= —Q5w — QJJ (QJJ J<O) Q~1J(0)Q, ) '

[u151v51+u232v22] [ulSlvu +u282V12] Wi
= QWi — QJJ (QJJ "J(0Y Q LJ0)Q,2 + 1,) 7!
(Va1 S1S1V + V22S S2V12) Wy
= hwy, — Q2 T(0)Q () E + 1)
(V8181 Vi1 + Tmin Va2 Vi) wju.]
= O g — Q52 V(181 — Tain) Wy 4 (Taain -+ D)™ Var (SISt — Tanin L)V}

1

pp-J
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When the smallest singular value only loads on the Jacobian: Vi,Vs, = 1. The ortho-
normality of V states that V'V = VV'=I,,,1 : Vi Vi1 + V5 Vo1 = Ly, VisVia + Vi Vay = 1,
ViVia + Vo Var = 0, Vi Vi + Vi Vs = 1, Vo Vi + Voo Vig = Ly, Vo Vi + VoV, = 0, so
when Vi, Vs = 1, Vip = 0, since V5 is a scalar which next implies V;;V;; = 1 and that
V51 is a singular matrix which lies in the orthogonal complements of V;; and Vs, because
VorVir + Voo Vi = Ly & Vo Vo Voo + Voo Vi Vag = Voo & Vo Vi Vag + V,y = Voo (since
VioVas = 1) 80 Vo Vi, Voo = 0 which implies that Vi, Ve = 0. Similarly, Vi, Vi1 + V5 Va1 = Ly,
so Vi Vi1tV Vo1 = Ly, Vi Vil Vi V5 Vo Vi = Vi < Vi V5V Vi = Vi © Vi Vo Vy =
0 VvV, =0.

We next define the orthonormal m x m dimensional matrix (Va2 @ Vag 1), with Voo |
a m X (m — 1) dimensional matrix orthogonal to Vs, and B a (m — 1) x m dimensional
matrix such that Vo = (Va2 © Voo 1) (g). Because V) Vay = 0, we then have that (Vo :
Vo 1) Vi SiSi Vs (Vas i Vo 1) = () SiSi (g)/ and (Vag : Voo 1) [Va1 8181V 4 Tmin Voo Vi) (Voo

Vi) = (3) 8181 (8) + i (5) (D)1= (75 psm )

1

A]SO (Vzg V227L)/(V218181V{1 + TminVQQV{2>w;M.J = (g) 8181]}{1003#_] + Tmin ((1]) V{2w§

ppJ
Combining, we obtain:

[V218181V51 + TminVQQVéQ]_l(VmSiSlV{l + ijnVQQV{Q)
-1
- (V22 V22,L) ((V22 V22,L)/[V218181V51 + TminV22V52](V22 VQQ,L))

(Vaz i Voo 1) (Va1 81S1V)1 + Tmin Va2 Vis)
. i -1 / ! !
— (V22 : VQQ,J_) (Txam BSi(‘)SlB/> ((g) 8181]}11 + T min ((1)) V12)
VasViy + Voo 1 (BS;S,B') ' BS, SV,
= Va1 (BS;S:B')" BS|SV;,

because Vip = 0, since Vj,Vay = 1, and V3, Va1 = 0, which leads to the expression of 65, (21)).

Also (Vag & Vg ) Vor(SiS1 — Taindm) = (5) (SiS1 — Tuinlm) = (B(Sislg%[m)» %
Q57 (Va(SiS1 = TaninT) Vi1 + TainLn) " V21(5{31—Tmin1m)V{1wéu.J = Q3 (Voo Vo) (Trgin BS{?S‘lB’>1 (E
Q;J% Va2, 1 (BS{S1B') ' B(S1S1 — Tmin[m)V{lwéud}. Hence

Q*LS = _QE}WJM - Q;EVQZL(BS{SlB/)ilB(S{Sl - Tminlm)vilwz,u,.]'

Proof of Theorem 2: Can be adapted from other paper, see also Kleibergen and Zhan
(2023).
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The CUE population objective function:
/ I,y I !
Qeoe(y) = mW)" |(yor ) Vgei )| AW
-1
/ I,y Iy
s(0) 4 900 (2 )V (2 )| ag(0)-+ 300)

results from a step-wise optimization of the generalized reduced rank objective function:

Qous(y, D) = [ (W@  J(0)) + D (_y z Im))]’zl { ((W(m s J(O)) D (_y ; Imm ,
with ¥ :var(ﬁ <,1f(0)' : Vec(j(O))’>/) , and

QCUE(y) = minDekaXm QCUE(ya D)-

This results since

D(y) = arg minDeRk;me QC’UE(y> D)

b ((SRIRIE (CRNED)
((‘y 5 ]m) ? fkf) X vee (ufm) % J<0>) :

so when we substitute D(y) in Qcug(y, D):

-1

vec | pp(0) 2 J

_ (g—évec< ) % Ly 1,,L>/®ka
_ (z—;vec< >) P ( m) <E_évec (’”‘f@z‘](m))

= (np(0) + J(O)yY {((yg;gf))’v((yg;w] (15(0) + T(0)y).

Qcure(y, D(y))) = |vec | u (0):J E y-1
M

Sz vec <uf(0) : J(O))

\»—l

with My = Iy — Py, Py = H(H'H)"'H’, for H a k; x n dimensional full rank matrix and
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we used that for H, : k; x (kf —m) dimensional defined such that H| H =0, My = Py, .
!/
For H = %% ((—y : Im> ® ka> , a specification for H | is:

/
H, =X <(13y) @ka),

which we substituted in the above.
The minimal value of Qcyg(y, D) when minimizing with respect to (y, D) equals the

minimal value of

Qcunlg, A) = [vec ((W(O) : J(O)> + AL, — g))}lvl [vec ((MO) : J(O)) + AT,

when minimizing with respect to (g, A), with A k; x m matrix and g m x 1. This results since
D(—y: I,,) and A(l,, : —g) are equivalent representations of an k; x (m + 1) dimensional
matrix of rank m (except for a measure zero space). Restricting the top element of g = (¢,
: g5), with ¢ a scalar and g, a (m — 1)-dimensional vector, to zero, so g; = 0, does not

decrease the minimal value of the above function. The resulting restricted specification reads

Qg1 = 0. ga. A) [vec(<uf(o> z J(O)) AL —g)>],

lej V/m TV JVJ}I
V'V Vi wy Vi + Vi VJ;LVML VuiVig
({10 90) + 05 )
= |pp(0) 4+ ay — Vi Vivee [ J(0) + Az L1 i — g Vs

Mf(O) +a; — V. Vijvee | J(0)+ Ay (L1 ' — 9o +

where we used that A = (a; : As), a1 N x 1, Ay N x (K — 1) matrices and the partitioned

inverse of V :

V= Viw Vi V= VuulJ Vuu ViV 7
Ve Vi Vv vl v s v v v vV

pp-J ppeJ

60

jvec (J(O) + Ay (Im_l P — gz))}/vﬁ {Vec (ﬁ + Ay ([m_l - 92))} ,



with VMM.J = VMM - VMJVJ VJu

Stepwise minimization of Qcyr(g1 = 0,92, A) = Qcve(gr = 0, g2, a1, Ay) now results in:

ai(g1 =0, g2, A2) = argming, gy Qevre(gr =0, g2, a1, As)

= - {ufm) — VsV vec (J<0> + Az (Im—l 5 ‘”)H

Qcvr(gr = 0,92, A2) = min, _pe; Qevr(g2, a1, As)

o (st (1 =) v e (5 (5 )]

= _VeC(J(O)) + ((Iml D — gg)/ ® IN> vec(A2)1/235
:Vecw) ¥ ( (zml - gz)' 8 IN) Vecmz)} |

SO

When we next optimize Qcur(g1 = 0, g2, Aa) over A, :

vec(Az(g1 = 0,90)) = arg mmA cR¥f ¥ (m=1) Qcur(gr = 0, g2, Az)

(R PO R (S

(<zm_1 - QQ)I ® ka)/ Vi tvee(J(0)),

-1

so we obtain:
Qcur(gr =0,92) = Iy eRFsx(m=1) Qcur(g2, A2)
{VeC(J(O)) + (([m 1 - 2) ®[kf) vec(Az(g1 =0 92))} Vi
[Vec(J(O)) + ((Im 1 —gg) ®ka)

((I'm 1 : ) ®ka

= vec(J(0))V; /M
= @I () @ ) Vi () 0 1y)| I0)®).

-

vec(Aa(gr = 0.02)

;2 vec(J(0))

|

v,

NI

Vi

which used our previous result that My = Pp, . The specification of Qcur(gr = 0,g2) is

identical to that of Qrs(¢) in (17). IS equals the minimal value of Qcyr(91 = 0, g2) with
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respect to gs or Qrs(p) with respect to ¢ :

IS = ming, cgm-1 Qove(gr = 0, g2) = mingepm—1 Qrs(p).

The minimizer of the population generalized reduced rank objective function Qcy g (y, D)
and Qcup(g, A) is invariant with respect to the specification of the involved lower rank

matrix. Optimizing over either (y, D) or (g, A), we then obtain D*(—y* : I,,) = A*(L,, : —g*)

which implies D* = A* <1m0_1 : —g* | so, since —D*y* = aj, —A* (In?_l =gt |yt = al,
which can be written as A*(gil3 : —yi+g5ys .. i—yr 1 +g5yk) = aj. This can be solved

for when gj # 0. Since IS equals the minimized value of the population objective function
when g7 is restricted to zero, IS equals the minimal value of the population objective function
when #* is not identified. Hence, when .S and the minimal value of the population objective
function coincide, g7 = 0 so 0" is not identified. The difference between 1.S and the minimal

value of the population objective function thus provides a measure of the identification of
0.

Proof of Theorem 3: We construct the limit behavior of the two-stage estimator under
homoskedasticity, weak misspecification and identification for m = 1. It results from the

joint limit behavior of its two different elements:

\/N o= f R ¢y
J-J ) a\v, )

where ji = ju(0), = p(0), J = J(0), J = J(0) and (4, = 9) ~ N(0,2® Q). To focus on a
setting where both the misspecification and Jacobian are small and perhaps just borderline

significant, we use the weak identification and misspecification assumption:

1 1 1 1
J=Jy= \/LNQEOQ{?], Ky = \/LNQEGW,L.J’

with g, = pu — JQ;jwy,, C and a are k-dimensional vectors of constants. Under the small
misspecification and Jacobian assumption, the limit behavior of the least squares estimator

J and fly = jL— J Q;}w Ju are characterized by:

VNT = Q¥(C +v5)03,, VN — Q3 (at iws, .
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_1 _1
where ¢ = Q72,7 ~ N(0,1), v} = Q 2(v, — ¥,Qjwy.)w,?, ~ N(0,1;), and
independent of 7.

We next characterize the behavior of the two-stage estimator:

. JQ _lefl(ﬂJ"‘jQ;}wJu) _ _ 01 _JQ iy
925 - j/@—lj - J'Q 17 - QJJwJ# j/Q—lj
_ -1 Q iy —p s+l
- _QJJwJ,u J/QJ 1JJ =
so for small values of the Jacobian and misspecification:
5 1 (N )YQT' VN
Oos + 0y )00n = = RIyGIND), .
1 Qj J(C+¥7) {(Cﬂ/{])ﬂ? QJJ 025+, J*a} Wit
= QJJ ‘92sww J T of . Y
J(CHYT) (C+y¥7)Qs;
! Qj (C+w ) |5 +a+(C+y5 )92e
- QJJ‘92SWWJ i el
. 03)(Cvy) (C+wJ)nJJ ,
_ 1 Qj (C‘H/’J) (%Hfﬂ%) . J Jw?}'(a-FCOzs) L. J
QQ (C+¢J) (C+¢J)QJJ JJ(CJFwJ) (CJF'l/’J) JJ

with 6, = —% so C'(a + Cy,) = 0. When C’a = 0, we have 0y, = 0 and:

1, 1
fas + O wi, — — I(C”LwJ) % prd QF ¥y awi,
d JJ(C+¢J) (C+y5)Q3, 97 J(CHY5) (CHy5)Q2;

Proof of Theorem 4: The expression of the LR statistic follows along the lines of Moreira

(2003). Imposing C'a = 0, C'C' = d’a then yields:
LR(a = 0) =
L[NQIII0YQ1I(0) = Nayt s (0Q i, (0)+
J (NOZ3TO0YQ17(0) — Nl iy (0YQ iy (0)) + 4 (N0 J<o>'@1ﬂj<o>w;3J)2]
=5 W5+ YW +C) = (Y +a) (W, +a)+
VU5 + OY 5 +0) = (s + V(Ui + ) + (05 + OV + )|
— 3 [y + 205 — iﬁf]‘ﬂﬂ;‘z —2a'y;, -+

V (@3 + 2075 - %wz.J — 2y, ;) + 4 (VT + a + O'w;.J)2}
— (03 — Ui ) + Oy — i+
I @55 20005 — i,y — 20, )+ A (U0 + s+ O )
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. * _1 -1 * -1 -2
with ¢J = Q 2¢JQJ}7 ¢#.J - Q 2¢M.quuz.J'

Algorithm to compute initial estimate of the conditional critical value function
of the LR test of Hj The algorithm to compute the critical value function of the LR test
of Hj, uses the entier function, [..], and the first and second columns of [, indicated by

e1r and eg ) Tesp.:

e Set all elements of the array "sum" to zero and for a range of values of ¢ from 0...cpay,

a = \/cery, C = y/ceay, and set up the two-dimensional array Z :

1. Generate 1} and 1}, ; from independent N (0, [;) distributions

N

2. Compute @ = a+1;, ;, O =C+ 9}

A A A 2 A
3. Compute LR(ov = 0) = 1 [C”C’ —a'a+ \/(C”C’ — d’d) + 4(0’&)2]
4. Compute conditioning statistic: rk= a'a + C'C and i = [rk]
5. sum; =sum; + 1
6. Set: Z(i, sum;) =LR(a = 0)
e Sort Z(i,:) in ascending order
e cv(r,a) equals (1 — a) x 100-th percentile of sorted Z(r,:)
Proof of Theorem 5: We specify the covariance matrix estimators Q) and Q as
A Wpp Wup 160l A1 C1-10-1 _ A-Llie-1 A1 S 141,
0 = A R :QQQQ27 Ot = O 20 92292927 N2 = O 202
Wy Qyy

Q= Q2QQ¥, Q'= Q7Q'Q:=Q7Q:, Q= Q:Qz,

o0 = FT (@) = (20 10)). 0 = HTY 42 with () = V(). 4 -

1
2

_1 . 1 Cup- L0 . Gup . Ppad . 1
Q) 2Z;,with Qz = Q}J%wJ,L : Qéj , Q= (Uwu : QJJ) , so for (uf(O) : J(O)> = \/LﬁQz(a
C)Q%, 1y(0) = J5Q2aw,, 5 + J5Q20jws, J(0) = JoQCQ,, 11y(0) = 1,(0) —
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1
J(0)Q jws, = \/LNQ%CLLU;M_ ;- The different elements of the covariance matrix estimator

can then be expressed as:

1 1
Wup = w/m TWpp + WMJQJJ wJquu 7T W JwMJQJJ Wiu + WMJQJJ QJJQJJ Win
R Ly
Wip = QJJWJMw,u,u gt QJJQJJQJJ Wi

A _ A~
Wt = wJu

. 1, . 1
Q= Q7,9,,07;
1 1
-1 _ 0 20-10" 2’
Q;; = QJJ Q QJJ
1 1, . _1
P 2 2
—Q; JWJM = —Q,; QJJ <Q JWJMW J+QJJQJJQJJWJM>

= QJJQ ijuw - Q7 JUJJM

1 1 _1 _1,. _1
P 2 N 2 2 2
Oppd = Wy g + wys s 7 WJMW J T W WSl fw + WSy 7 Qg8 fwru—

1 1
. 2
<w/m.JwMJQJJ + wMJQJJ QJJQJJ) (QJJ QJJWJMW g T QJJWJM>
/ 1
= Wan. T+ W7 77 WypW i, g T W, JWMJQ JWJu + OJuJQJJ 059 7] Wap—

1 1
w JCL)MJQ ijuwwj wWJwWQ iju wMJQ ijuwwj

ou

wMJQJJ QJJQJJ Wi
= WupJ <Wuu - quQJJWJu> .

O—30Q3.

©
|

For L
a= (e
¥ i () ()
Q = % Zz]\il ZzZz/v
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with 4;, V; and Z;, resp. one, m and k; dimensional iid random variables with mean zero

and identity covariance matrices, we then have:

fi(0) 1 J(0) ) = (,uf(O) : J(O)) + Qs (% sV Zl(1“/)I> 0}
VR (1,00 £50)) = @ @i o)+ (X 46))| o

_1
2
Wy

= Q3 ((a L) + (\/LN SV Z(L‘;)r>) < . 1 )

-1 -
JIWIu

Y
2
<o €
KEN‘,_.EM\H
< <
T
fe)
SO
<
—_
. —
|
o)
<~
Sl
>
~
S
e
<
=

£
T vl
IS
<

|
o)
~
<
&
<
=

= Q3 <(a — OO 30,) + <\/+v Zz]\; Zi(ii — VZIQ}}W‘]"D)

= Q7 (O Ky XN 2V 95,9550
= (003 + T 4105

VEQ (00150 ) - = VEGH (1000 700)

1
)
. 1 W 0
with Q72 = __1”’”_% o3 ]
= @Iy g T

Proof of Theorem 6: Our hypothesis of interest corresponds with a value of IS equal to
MISS. Using the specfication from Theorem 3, IS and MISS are defined by:

IS = smallest root of the characteristic polynomial: |71, — C'C| =0

MISS = smallest root of the characteristic polynomial: |\, — (a : C)(a : C)| = 0.
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To specify the hypothesis of no identification, Hy :IS=MISS, more explicitly as a function of
a and C, we first conduct a SVD of C' :

C = UcScVY,

with Uc and Vo ky X kf and m x m dimensional orthonormal matrices and S¢ a ky x m
dimensional matrix with the singular values in decreasing order on the main diagonal. The

SVD enables us to respecify the characteristic polynomial of which MISS is the smallest root:

My, —(a:C)(a:C) =0 &

Mo aa a'UcSc Vi, 0 -
Vcs/cUéa VCS,CSCVCI'

/

1 0 ! 'UcS, 1 0

A, — @a arese —0 &
0 VC S’CUéjCL S/CSC 0 VC

i ada dUsSe o

SeUbLa  SiSe

When IS=MISS, IS, which equals the squared smallest singular value of C, 8%,7717 is also the

smallest root of the above characteristic polynomial so for Uc = (Ucy : U : Uc2), with
Ucq:kpx (m—1),Ucm : kf x 1, Uos : kf X (kf —m), it implies that:

/ IU S
/)Im—< aa aUcn C,l)':()’

Ul o = 0 and the smallest characteristic root of:
’ Sealeaa  SeaSca

Sca 0
is larger than or equal to s¢,,, (=IS) for S¢ = 0 scm |
0 0

with Sgp @ (m — 1) x (m — 1), s¢m : 1 x 1. We note that, because Ug, ,,a = 0, the matrix
in the above characteristic polynomial comprises of the matrix in the previous characteristic
polynomial with the rows and columns associated with the smallest singular value of C' s.,,,
removed.

We next construct a bounding expression for the smallest root of the above charac-
teristic polynomial. This smallest root is larger than or equal to the one which results
when we replace all singular values in Sc¢; by its smallest element on the diagonal, so

Sca = 5¢,(m—1) (Imofl), with s¢ (m-—1) the (m — 1)-st element on the main diagonal of S¢ 1, see
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Theorem 7 in Kleibergen (2007). The resulting characteristic polynomial reads:

ol — aa a’UCJ(I’””O‘l)SQ(m_l)
SC,m— 1(Im 1) Ui a S%’(m ylm-1
(0= 2,120 = T(a"a” Wb+ 52, 1)+ 5 V),

with a* = Ug,a, b = UG 5a. Kleibergen (2007) shows that the smallest root results from the

second part of the above polynomial which is quadratic so we have the closed form solution:

Proi = & ( Yat b+ 5% gy~ (5B gy a7 = U0+ da”a*bb) > Wb,
Hence, b'b is a sharp lower bound on the smallest root of the characteristic polynomial
aa a'Uc1Scq
plm —

Upma = 0 and b'b > sém =IS.

= 0 so a sufficient condition for IS=MISS is:

Proof of Theorem 7: Using the proof of Theorems 5 and the SVD from Theorem 6:

N

VNQ} <ﬂf(o> : j(0)> a-
(101004 (s, 200) )

[@ Uesevy) + (4 S0 z(v))} -

N

= Q
Q
— Qe W so)+ (TN AGE))

U
- N 5o oa ;M.J 0
= Q2 {( : So) + (Tlﬁ Dict Zi(vé\'/i) )} <_VCQ g, ; ~3 VCQJJl)

2
. 1 .- L N ". uL / pp.J . 0
= @@ So)+ (Fe T 25 )} (%QNV(;) Wit WC””Vé’%)

) _1
. N 5 an/ na 0
- S ( N G ) R
Q> _( o)+ (75 L 4(7) (—Qj}wij 7 )

1 [ _1 .o .o o o1
= Q2 |(a— S JWJu)Wu;J + (ﬁ sz\; Zi(u; — ViQJ}WJu)Wui.J>
L1 [T §
Sefiy + (G T 27455
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for a = Uba, Z; = UbZi, Q = ULQUe = 25N 2,71 Q=2 = Q 2Uc, Vi = VAV, Qg =
Vé«QJJVC, SO Qj} = (VéQJJVC)*l = V(;lQJJVé 1 — VcQJJVC because V(- is orthonormal so

V51 = VC/'> and (IJJM = VC/«CLJJM.
Proof of Theorem 8: For m = 1, the population CUE objective function is:

Qcvp(a) = (J+ pa) [Viy + a(Vi + VL) + a2V, ™ (J + pa),
with J = J(0) and p = u(0). The derivative of Qcyg(a) then becomes:

sanQeun(a) = 1 [Vay + oV + Vi) + 02V (J 4 )=
(J + ) [Vig + a(Viug + V) + a2V ]~ [E (Vs + Vi) + aVi]
[Vis+a(Vig + V) +a®V,] " (J + pa)
= (M Vi + V] [Vis + Oé(VuJ + Vi) + V] T+ M@)I
Vs +a(V + V) + oﬁVW] (J + pa).

To construct the Hessian, we use that:

2 (1= Vo + @Vl [Vas + Vi + Vi) + a2V ] 7 (T + p))

= - [VMJ + O‘Vuu] [VJJ + a(VuJ + V;iJ) + QQVW} o H—
Vi [VJJ + oV + V) + 0‘2Vuu}71 (J + po)+
Vs + Vil [Vig + a(Viy + V1)) + a2V, ] (Vs + V0y) +2aV,,,]
Vis+ oV + Vi) + a2V, - (J + pa)

69



so the Hessian becomes:

%% cve(a) = {— Vs + Vil [Vis + (Vs + V) + o?V,|  pn—
Vi Vi + a(Vus + Vi) + 02V,] 7 (T + po)+
Vi + Vil [Vig + a(Vig + V1)) + a2V, ] ™ (Vs + V0y) +2aV,,,]
(Vi + a(Vig + V7)) + a2V ™ (T + W)}’
[Vis+a(Vig + Vi) +a®V,] " (J + pa)—
(u Vs + Vi [Vis + oV + V) + o2V, U+ ,ua)),
Vs +a(Vig + Vi) +a®V,] " [(Vis + Vi) +2aV,,]
Viy+a(V, + Vi) + @?V,,,.] - (J + po)+
(u Vs + Vi [Vis + (Vs + V) +a?V,,. ] T+ ua)>’

Vis+ (Vi + Vi) + V| ! L.

For the minimum of Qcyg(a) to be at a = 0, the first order condition has to apply at a = 0

SO:
QQQQCUE(O‘ = 0) =0 &
(W =ViuVi ) Vi T =0 &
WiV =0,

with p; = g — V,;V;;'J. The Hessian at @ = 0 is:

y 2 Qeun(a=0) = { ViV u = Vi Vi T+ Vi Vi [V + Vi Vi Y Vit -
(n = VsV, J)/ Vi Vs + ViVt d + (w V#JVJ_JIJ)/ Vi
= {-VuViit =V Vil J) = Vap = Vs Vi Vi)V J} ViiJ—
(M - VMJVJ_JI J)/ VJTJIV;:JVJ_JI‘] + (/~‘ - VuJVJJIJ) V ( - VMJVJJI J)
= WVt = IV Vi = VMJVJTIIV;iJ)V J =205V lvl Vi

If we next define

1
J=J(0) = \/LNVJQva My = \ﬁvw 7%

for Vg =V — VuiVy; V# 7, we can express the first order condition and (scaled) Hessian

as:

1 _1
N0 Qevp(a=0) = ’V;M JVJj]lVfJO = a’VlfM Ve
%%QCUE(O‘ =0)= a'V;? i JVJlemL Ja = C/VJJVJJ1V#H JVJJ VJJC 2d/ V [ift. JVJJIVHJVJJIVJJC

- /V2 vy, Voua CIVJJ VMM-JVJJ C_Qalvz VleziJVJJ C.

wpr.J . J
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