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Abstract

This paper considers the estimation of treatment effects in randomized experiments
with complex experimental designs, including cases with interference between units. We
develop a design-based estimation theory for arbitrary experimental designs. Our the-
ory facilitates the analysis of many design-estimator pairs that researchers commonly
employ in practice and provide procedures to consistently estimate asymptotic variance
bounds. We propose new classes of estimators with favorable asymptotic properties from
a design-based point of view. In addition, we propose a scalar measure of experimen-
tal complexity which can be linked to the design-based variance of the estimators. We
demonstrate the performance of our estimators using simulated datasets based on an
actual network experiment studying the effect of social networks on insurance adop-
tions.

1 Introduction

Randomized experiments have become a standard tool in economic research. Traditionally
presented as estimating the average effect of a binary treatment, modern experimental de-
signs have been greatly enriched to capture a variety of economically relevant effects, such
as time effects (e.g., Athey and Imbens (2022) and Roth and Sant’Anna (2021)), peer effects
(e.g., Sacerdote (2014)), social incentives (e.g., Ashraf and Bandiera (2018)), and spillover
effects (e.g., Hudgens and Halloran (2008), Aronow and Samii (2017), Miguel and Kremer
(2004) and Cai et al. (2015)). Many such experimental designs involve nonstandard treat-
ment assignment mechanisms and/or interference of treatment status among experimental
units according to spatial/metwork proximity.! These experimental designs are referred to
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ment of this research. I thank my advisors Don Andrews, Xiaohong Chen and P. M. Aronow for their guidance
and support. I thank Jason Abaluck, Max Cytrynbaum, Lucas Finamor, Paul Goldsmith, Philip Haile, Zijian
He, John Eric Humphries, Bjoern Hoeppner, Yuichi Kitamura, Cyrus Samii, Pedro Sant’anna, Fredrik Sivje,
Michael Sullivan, Ye Wang, Ed Vytlacil and Longqi Yang for helpful advice and discussions. All errors are
mine.

1By interference, we mean the exposure of one unit to treatment may include other units’ assignments.
This typically arises when researchers are interested in some spillover effects, e.g. Hudgens and Halloran
(2008) and Aronow and Samii (2017).
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as complex experiments. Many researchers analyze experimental data using a regression
model with (possibly clustered) robust standard errors. Although such procedures are justi-
fiable for simple experimental designs,” they can be ad hoc when applied to complex experi-
mental designs. It is not clear to what extent the results rely on the modeling assumptions
and how to interpret the results when the regression models are thought to be misspecified.

Design-based statistical theory provides a powerful framework for analyzing complex ex-
periments. In the design-based framework, the randomization of treatment assignment is
the sole source of statistical randomness. Estimation and inferential theory are formulated
on this randomness alone, without reference to any other stochastic model (e.g., sampling
from a superpopulation and/or random disturbance terms). This framework has important
implications for weighting in the estimation of average treatment effects and for the esti-
mation of standard errors. In simple experiments, the design-based framework provides
procedures compatible with current empirical practices for analyzing experimental data
with regression models. But in more complex settings, the design-based framework can
nevertheless be adapted to provide general-purpose estimation strategies that do not rely
on regression models for validity.

Estimation theory in the design-based setting has been investigated for many designs on
a case-by-case basis. Many important insights have been derived from studying particular
experimental designs, but a design-based estimation theory that can be applied to arbitrary
experimental designs has not hitherto been developed. A design-based estimation theory
with broad applicability is important for practice, as it provides guidance to empirical re-
searchers using novel experimental designs that deviate from the well-analyzed cases. Such
designs appear frequently in economic research.

This paper studies design-based estimation theory for arbitrary experimental designs.
Our results can be applied to standard designs (e.g., completely randomized designs, clus-
tered randomized designs, and pairwise randomized designs) as well as complex designs
where analytical results were not previously available. Under mild regularity assumptions,
we provide procedures to consistently and efficiently estimate the average effects of interest
and procedures to consistently estimate asymptotic variance bounds.? We also provide a
novel scalar measure of experimental complexity which can be linked to the design-based
variance of the estimators, enabling researchers to understand the strengths and weak-
nesses of particular experimental designs.

Building off of recent advances in design-based estimation theory Middleton (2018,
2021b), the paper makes four main contributions. As first and second contributions, we
extend the theoretical analysis of many standard estimators to a broader class of experi-
mental designs. Specifically, the first contribution is the simultaneous analysis of a family
of design-estimator pairs commonly employed by researchers in practice. We consider the
class of moment estimators and study their properties with arbitrary experimental designs.
Special cases of these estimators include the Horvitz-Thompson (HT), Hajek, weighted least

2For example, linear regression models are justifiable in two-arm completely randomized designs (Freed-
man (2008b), Lin (2013)).

3In the design-based framework, the asymptotic variance is not generally identified. The common solution
to the issue of unidentified variances has been to estimate a variance bound, an identified quantity that is
provably greater than the variance. The variance bound formula reduces to the standard (cluster) robust
standard errors in simple designs. For example, see Lin (2013) and Schochet et al. (2021).



squares (WLS), and generalized regression estimators.* We provide conditions for conver-
gence to probability limits and characterize the asymptotic variances for these estimators.’

We also study the interpretation of WLS estimators, examining conditions under which
the coefficients of a WLS estimator can be interpreted as the correct measure of average
potential outcomes. We demonstrate that in many cases where researchers specify their
estimators to have the correct average potential outcomes interpretations, they are in fact
making their estimators algebraically equivalent to a generalized regression estimator.

The second contribution of this paper regards variance-bound estimation. In the design-
based framework, the asymptotic variance is not generally identified, as some pairs of po-
tential outcomes can never be observed simultaneously across all assignment realizations.
Starting with Splawa-Neyman et al. (1990), one proposed solution to the issue of unidenti-
fied variances has been to estimate a variance bound, an identified quantity that is provably
greater than the variance. We provide procedures for consistent plug-in variance bound es-
timation for arbitrary designs under a weak moment assumption.

As a third contribution, we offer new estimators that have desirable asymptotic proper-
ties and are applicable with arbitrary experimental designs. The new estimators increase
estimation precision by having smaller design-based asymptotic variances. The new classes
of estimators are based on the class of generalized regression estimators. The first class we
consider is the class of standard Quasi-Maximum Likelihood GR estimators (QMLE-GR).
This class follows the classical model-assisted estimation strategy in the survey analysis lit-
erature (Sarndal et al., 2003) and it is useful when the researcher has a good approximating
model for potential outcomes and covariates. However, in terms of asymptotic variances,
this strategy is not guaranteed to be superior to the baseline HT estimator when the model
is misspecified. This problem motivates the second class of estimators, the no-harm GR
estimators (No-harm-GR). This class of estimators is based on the QMLE estimates but es-
timates a multiplicative constant in addition. Estimators of this class have an asymptotic
variance no worse than that of the baseline HT estimator. This class of estimators is in-
spired by the Cohen and Fogarty (2020)’s estimators in a two-arm completely randomized
design. The final class is the optimal GR estimators (Opt-GR). This class of estimators leads
to the greatest reduction of asymptotic variances when compared with estimators using the
same class of parametric models for adjustments. This class of estimators can be traced back
to Lin (2013), and Middleton (2018) studies such estimators for linear models in two-arm
experiments. We further consider refinements that combine some of the above approaches
with improved precision in finite samples. We demonstrate the finite sample performances
of the proposed estimators using simulated datasets based on an actual network experiment
(Cai et al. (2015)).

As a fourth contribution, we propose measures of experimental complexity. These
measures are the largest eigenvalues of the variance-covariance matrices of the inverse
probability-weighted treatment assignment indicators. These values appear in the design-
based variances of various estimators. Theoretically, these quantities govern the rate of
convergence of moment estimators from a design-based point of view. A collection of such

4Generalized regression estimators have the same form as doubly-robust estimators in the observational
setting, as noted by Kang and Schafer (2007).
5Refer to Section 3 for the definition of asymptotics in this setting.



measures provides useful scalar summaries of the relative strengths and weaknesses of an
experimental design for measuring different effects of interest. We believe that these mea-
sures are useful for researchers to better understand their experimental designs in complex
settings and we demonstrate their uses in the simulations.

1.1 Literature Review

This paper builds on the profound insights in Middleton (2018, 2021b), which proposed
the use of matrix spectral theory in the design-based framework. This paper inherits and
generalizes the insight. Compared with the previous works, this paper 1) provides a rigorous
asymptotic analysis for a large class of estimators (moment estimators), 2) considers general
asymptotic variance bound estimation under weak conditions, 3) proposes and analyzes new
classes of estimators (QMLE-GR, No-harm-GR and Opt-GR), 4) specializes the results to
network experiments, and 5) demonstrates the performances of the new estimators using
simulated dataset based on a realistic network experiment.

This paper adds to the literature on design-based estimation theory. The survey sam-
pling literature includes a large body of literature on design-based estimation theory (for
example, see Siarndal et al. (2003) and Chaudhuri and Stenger (2005)). Many results in
the literature focus on estimating average/total quantities in complex (but not fully general)
survey designs and do not consider interference. We consider the case of estimating the
contrast of multiple average quantities under arbitrary experimental designs and our setup
accommodates interference.

We contribute to the literature on estimation theory for the design-based analysis of
experiments (Imbens and Rubin (2015)). Delevoye and Savje (2020) have studied HT esti-
mators in arbitrary experimental designs. Freedman (2008a,c,b), Lin (2013), Bloniarz et al.
(2016), Wu and Gagnon-Bartsch (2018), Guo and Basse (2021), Cohen and Fogarty (2020)
and Lei and Ding (2021) study estimation problems in two-arm completely randomized de-
signs. Zhao and Ding (2021) studies regression estimators in multi-arm completely ran-
domized designs, Fogarty (2018) in pairwise randomized experiments, Li and Ding (2019) in
two-arm completely randomized experiments with rerandomization, and Lu (2016) in facto-
rial designs. Middleton and Aronow (2015) and Schochet et al. (2021) study estimation the-
ory in clustered randomized experiments. Miratrix et al. (2013) studies post-stratification
estimators. Athey and Imbens (2022) and Roth and Sant’Anna (2021) study staggered adop-
tion designs. Zhao and Ding (2022) studies estimation and inferential theory in split-plot
designs. Negi and Wooldridge (2021) studies linear and nonlinear estimation problems in
Bernoulli designs. Gao and Ding (2023) studies regression estimators in the network ex-
periment settings. Xu (2021) studies M-estimation problems in Bernoulli designs. Hud-
gens and Halloran (2008), Aronow and Samii (2017) and Hu et al. (2022) study estimation
theory in experiments with interference, and Pollmann (2020) studies spatial experiments.
Aronow and Middleton (2013) considers unbiased difference-type estimation for complex ex-
periments but the paper does not provide any guarantees of variance reduction. Sussman
and Airoldi (2017) considers the estimation of direct, indirect, and interaction effects under
additional structural assumptions. Sussman and Airoldi (2017) also considers optimal esti-
mation theory but from a Bayesian perspective and does not consider the case of covariate
adjustments. Our paper builds on the previous insights and considers the case of arbitrary
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experimental designs, parametric linear and nonlinear models for adjustments, and various
strategies for estimating the adjusting models (QMLE, No-harm, Optimal).

This paper also extends the literature on variance characterization and variance bound
estimation in design-based settings. In addition to the papers above, Pashley and Miratrix
(2021) and de Chaisemartin and Ramirez-Cuellar (2020) study pairwise and small-strata
randomized designs. Aronow et al. (2014) and Robins (1988) study the sharp variance bound
in two-arm completely randomized designs. Abadie et al. (2020) provides inferential results
for the linear regression model that allows for both design-based and sampling-based un-
certainty. Xu and Wooldridge (2022) studies variance characterization and estimation in
spatial settings from a design-based point of view. Harshaw et al. (2021) studies the prob-
lem of optimizing variance bounds. Mukerjee et al. (2018) is closely related to the results on
variance estimation in our paper. They have also considered the problem of variance charac-
terization and variance-bound estimation for arbitrary designs. They focus on the problem
of attainment of variance bound and unbiased variance estimation under additivity. In con-
trast, we consider the problem of consistent asymptotic variance bound estimation, and our
procedure accommodates a wider variety of estimators.

Our paper is also related to the literature that analyzes experiment data accounting for
variation from both model-based and design-based uncertainties, for example, Bugni et al.
(2018), Bugni et al. (2019), Bai et al. (2021), Bai et al. (2022), Cytrynbaum (2021) and Bugni
et al. (2022). These papers focus on classes of specific designs. This paper considers design-
based estimation theory with arbitrary designs.

1.2 Roadmap

The paper is organized as follows. Section 2 gives three examples of experiments featuring
interference among experimental units and/or nonstandard experimental designs. Section
3 introduces the setup, notation, and asymptotic schemes. Section 4 studies estimation
in arbitrary experimental designs. Section 5 studies asymptotic variance characterization,
and consistent asymptotic variance bound estimation. Section 6 examines three classes
of generalized regression estimators. Section 7 considers the application of our results to
two-arm completely randomized experiments and network experiments. Section 8 provides
simulation results based on the setting of an actual network experiment (Cai et al. (2015)).

2 Motivating Examples

We describe three examples of complex experiments. They feature interference among ex-
perimental units and/or nonstandard experimental designs. They are used to motivate our
framework and results below.

2.1 Example 1: Network Experiment

Cai et al. (2015) studies the influence of social networks on weather insurance adoption
in rural China. The primary outcome of interest is insurance adoption decision. The pa-
per features a household-level randomization. Households are randomly assigned to four



information sessions: first-round simple, first-round intensive, second-round simple, and
second-round intensive. The time variation is important for identifying social network ef-
fects: if social network effects exist, households in the second round with no friends in the
first round may behave differently from those with friends in the first round. Researchers
are interested in the social network effects: for example, given that the ego is assigned to
the second-round simple session, the average effects between having one friend in the first-
round intensive session versus having none of the friends in the first-round sessions. The
central challenge in analysis results from the fact that unit exposures exhibit a haphaz-
ard dependence structure. Each unit’s exposure mechanistically depends on the treatment
status of the unit’s friends in the social network, implying a nonhierarchical dependence
structure within the network. This example will be the basis of our applications in Section
8. Interested readers can read Section 8.1 for more information.

2.2 Example 2: Spatial Experiment

Egger et al. (2022) studies the impacts of a large fiscal stimulus program in rural Western
Kenya. The paper features a two-level randomization design. Villages are first grouped
into sublocations. Sublocations are randomly assigned to high- or low-saturation status.
Villages in each sublocation are then randomly assigned to receive the cash transfer pro-
gram, with probabilities depending on the saturation status of the sublocation. Outcomes
of interest include, for example, households’ consumption and labor supply decisions, firms’
performances and investment decisions, and commodity prices. Researchers are interested
in the direct effects of the cash transfer program as well as the spillover effects. To measure
the spillover effects of the program, researchers may be interested in the average effects
of having neighboring villages receive cash transfer programs versus having none of the
neighboring villages receives cash transfer programs. Similarly to Example 1, the central
challenge posed is that exposures again exhibit a nonstandard dependence structure result-
ing from the mechanistic dependence of one village’s exposure on the treatment statuses of
other spatially proximate villages.

2.3 Example 3: Group Formation Experiment

Cai and Szeidl (2018) studies the effects of business networks on firm performances. They
are interested in how managers’ connections affect firm performance. Managers from
firms are randomized into groups with various peer compositions and each group will hold
monthly meetings for a year. Managers are first stratified according to subregions, firms’
sizes, and sectors, and then they are randomly assigned to different types of meeting groups.
Researchers are interested in the average effects of having peers from large firms versus
having only peers from small firms on firms’ sales, profits, number of clients, and manage-
ment scores. The analysis is complicated by exposures that demonstrate unequal assign-
ment probabilities as well as correlations due to the varying number of peers with large
firm sizes in each subregion.



3 Setup and Notation

This section introduces the setup and notation used throughout the paper. The setup and
notation are adopted from Middleton (2021b).

3.1 Setup

We consider a Neyman causal model (Splawa-Neyman et al. (1990), Imbens and Rubin
(2015)) where one conducts a randomized experiment with £ treatment arms on n exper-
imental units. Each unit i € {1,...,n} is associated with a k-vector of nonrandom potential
outcomes:

(Y14, Y20 Vii) € RE. (1)

Each unit i is randomly assigned to one of the £ treatment arms. We denote the random
vector of assignment indicators by

(Rii,Rai, ..., Rpi) € {0, 1}%, 2)

where R,; = 1 means that the unit i is assigned to the treatment arm a and R,; = 0 other-
wise. A unit can only be assigned to one of the arms, so only one of the indicators will realize
a value of 1, and the others will be 0. It is observed that

k
YiObs = Z RaiYai (3)
a=1
for unit i. One may also observe for each unit i a p-dimensional row vector of pretreatment
covariates x; = (x1;,%2;,...,Xp;) € R?. The dimension of the covariates does not change with
the sample size. We stack the covariate vectors vertically to create a matrix X € R"*P. The
observed data for unit i can then be represented as (Yi"bs, Ri1;,Re;i, ..., Rp;,x;) € RIFE+P.

3.2 Notation

Let y!, ¥2, ..., y* represent column n-vectors of potential outcomes associated with each of
the arms, with the ith element of each vector corresponding to the ith unit. Thus, y® =

[yai]?zl = (¥a1,Ya2,--Yan) ER™.
Next, stack these vectors vertically to create

yl

y=|:|eR*™, (4)

yk

which is a column vector and has length kn.
Let 1, be a column n-vector of ones. A kn x k intercept matrix is defined as

L,

1,
1= . e RFV &, (5)



t=1,....k
s=1,..,kn’
as; =1if (¢—1)< 7 <¢ and 0 otherwise. A k-vector of the average potential outcomes of the

arms can then be written as u, = %1’ y. From here on, we denote the k-vector of average

Entries left blank are equal to 0. Formally, this matrix is defined as 1 =[a ] where

potential outcomes as pu, and its estimators as ﬂﬁfype). The superscript denotes the type of
estimator. For example, a Horvitz-Thompson estimator for the average potential outcomes
will be denoted as fi5".

Next, define an n x n diagonal matrix with n assignment indicators for treatment arm 1
on the diagonal and 0 otherwise,

[R11
Rig
_ i nxn
Ri= Ry eR™7, (6)
IRln ]
and define Re, Rs, ..., Rz analogously. Arrange these matrices to create a diagonal kn x kn
matrix
Ry
R.
R = 2 e REn*hn, )
Rp

Note that the kn x kn diagonal matrix of assignment probabilities can be written as & =
E[R], with the first n diagonal elements representing the probabilities of assignment to
arm 1, the next n diagonal elements representing the probabilities of assignment to arm 2,
etc. As the paper proceeds, our assumptions will imply that the design is well-behaved in
the sense that O0<n,; <1foralli=1,...,nanda=1,...,k.

For convenience in working with covariate adjustment, we also define the kn x (& + p)
matrix,

1, X
X

x= 5 | eRFPEHP), ®)
1, X

which augments the intercept matrix 1 with covariates.

Finally, define ¢ € R* as the column contrast vector such that the parameter of interest
can be written as %c' 1’y. This results in contrasts between the average potential outcomes
of the arms. For example, in a treatment-control experiment, the ATE is defined by choosing
¢=(-1,1) and ;¢'1'y = 3 ¥ (y2i — y11)-

To conclude, in this notation one observes the assignment, R; the observed vector of
outcomes, Ry; and a matrix of p pretreatment covariates, X € R**?. In a randomized
experiment, & is known, or can be approximated to arbitrary precision by repeating the
randomization procedure and collecting draws (Fattorini, 2006).
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We let iz, denote the identity matrix of dimension & x 2 and 0 a zero matrix of dimension
k x k. 1, denotes a column k-vector of 1s. Additional notation is introduced below. Refer to
Appendix K for a comprehensive list.

3.3 Asymptotic Schemes

We follow the asymptotic scheme described in Isaki and Fuller (1982). Consider a nested
sequence of increasing populations, {U,},. The letter n is an index for the size of the popu-
lation under study. One unit in the population is associated with its potential outcomes and
pretreatment covariates. The potential outcomes and the pretreatment covariates are fixed
and grow deterministically. {U,},>1 are nested: U; c Uy c ... c U,,.... Associated with each
finite population U, is a design and a realized randomization. It is not assumed that these
designs and randomizations are necessarily nested. This asymptotic scheme is widely used
in the literature (Isaki and Fuller (1982), Aronow et al. (2014), Li and Ding (2017)).

In general, the true parameter values are quantities that change with the sample size
n. We will write (finite) population quantities with a subindex n. For example, the average
potential outcomes will be denoted as p, = %l'y. We call fi,, a consistent estimator for y,, if
fin — n = 05(1), where the subscript p is with respect to the randomness generated by the
designs. With an abuse of language, we refer to u, as the probability limit of [,,.

We also state two assumptions for data moments, which are needed for the convergence
of estimators. Recall that £ denotes the number of treatment arms and p denotes the num-
ber of pretreatment covariates.

Assumption 1 (Bounded fourth moments). For all n,

S

1 4 18 &
;Z ¥a; <C1, =3 1xsi<01, 9)

a=1i=1 ng=1,=

where C1 is a finite constant.

For our analysis of weighted least squares (WLS) estimators below, we require the design
matrix to be invertible for large n.

Assumption 2 (Invertibility).

1x'x—>M€R(k+p)x(k+p) (10)
n

where M is a positive definite matrix with finite entries.

Finally, we assume that the weighted least squares coefficients can be correctly inter-
preted. That is, they can be viewed as estimators for the average potential outcomes. This
assumption is easily achieved by demeaning the columns of the pretreatment covariates X.

Assumption 3 (Centered columns). The following identity holds:

1
1'% = [ip]0pp | € RF¥EHP), (11)
n



4 Estimation

In this section, we study the problem of the point estimation of average potential outcomes,
Un = %1’ y e R%.

Section 3.1 introduces the class of linear estimators, following the setup in Middleton
(2021b). See also Mukerjee et al. (2018). This class of estimators is routinely considered in
the design-based inference literature. Our goal here is to provide a general asymptotic treat-
ment for many design-estimator pairs. This class of estimators includes many commonly-
used estimators such as the Horvitz-Thompson (HT), Hajek (HJ), Weighted Least Square
(WLS), Completely Imputed (CI), Missing Imputed (MI) and Generalized Regression (GR)
estimators. Section 3.2 identifies linear estimators as moment estimators and establishes
the convergence of the estimators under additional assumptions. Note that in the design-
based setting, the probability limits of many linear estimators may not be the true average
potential outcomes of interest, a topic we discuss in Section 3.3.°

Section 3.3 discusses the interpretation of linear estimators, i.e., whether the estimators
converge to the true parameters of interest %1’ y. After making a general observation for all
linear estimators, we focus on WLS, CI and MI estimators. These estimators are frequently
used in the literature and are of primary importance. We provide sufficient conditions under
which the WLS, CI and MI estimators can be interpreted as estimators for the average po-
tential outcomes of interest. We make a key observation that in many cases where WLS, CI
and MI estimators are consistent for the true average potential outcomes of interest, they
are algebraically equivalent to GR estimators. This observation reveals in what sense GR
estimators generalize regression approaches in common use. This generalization allows one
to propose new adjustment strategies, a question we consider in Section 6.

We remind readers a is an index for treatment arms, i is an index for experiment units,
k is the number of treatment arms and n is the number of experiment units.

4.1 Linear Estimators

We introduce linear estimators, with definitions closely inspired by Middleton (2021b)’s rep-
resentation.

Definition 1 (Linear estimators). An estimator is said to be linear if it has the form
i, =WRy € R, (12)
where W is a matrix with k rows and kn columns. The matrix W does not depend on y.

W typically includes random assignment indicators {R,;}q,; in its expression. Linear
estimators share the common component Ry (observed outcomes), and differ only by the W
matrix (weighting). As a first example, we introduce the WLS estimators as an important
subclass of linear estimators.

6This fact reflects the historical debate between the design-based inference and the prediction-based infer-
ence in the survey sampling literature. Many linear estimators converge to the true average effect of interests
under additional model assumptions. See, for example, Royall (1970b), Royall (1970a), Royall and Herson
(1973), Royall and Herson (1973), Brewer (1979), Brewer (1979), Brewer (1999), Wright (1983) and Sérndal
and Wright (1984).
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Example 1 (WLS estimators). A weighted least square (WLS) estimator is a linear estimator
with

WY = [i4]0%x ] (X' mRx)" x'm, (13)

where m € RF"*" is o diagonal matrix with strictly positive entries and + indicates the
Moore-Penrose inverse.

A WLS estimator is the first £ coefficients of the estimated WLS coefficients. Typical
choices of the diagonal matrix of weights m include m =1i;,, which gives the OLS estimator,
or m = -1, which gives a WLS estimator with the correct coefficient interpretation. The
estimated vector of WLS coefficients is denoted as 6" = (xmRx)*xmRy. We suppress
its dependence on m unless otherwise noted. We denote the WLS estimator, the first %
coefficients of 575, as 4V'S,

Next we introduce the class of IPRW estimators. This subclass of includes many common
estimators as special cases.

Definition 2 (IPRW estimators). An Imputed-Reweighted (IPRW) estimator can be written
as a linear estimator with

W = Q—(Q]R—%l’)IP, (14)

where the kn x kn matrix P is such that y = PRy is a vector of imputed y values; Qisa k xkn
matrix that does not depend on x but may depend on design matrix & and /or the assignment
matrix R.

When P = 0, IPRW estimators include the Horvitz-Thompson estimator, the contrast-
of-means estimator, and the Hajek estimator as special cases, none of which use covariate
adjustments. For covariate-adjusted estimators, we consider P to be such that y = PRy gives
imputations from a weighted least squares (WLS) regression, i.e., P" = x(x’ me)+x’ m,
where m is a diagonal matrix with strictly positive entries. We introduce five motivating
examples of IPRW estimators. These estimators are frequently discussed in theory and used
in practice.

Example 2 (Horvitz-Thompson (HT) estimator). The Horvitz-Thompson estimator is an

IPRW estimator with Q" = %1’71'_1, P =0,, and

1
WH = —1'7z71, (15)
n
Example 3 (Hajek (HA) estimator). The Hajek estimator is an IPRW estimator with Q% =
1z 'R1) "' 1’2", P =04, and
W = (12 1R1) " 1/2 L, (16)

Example 4 (Completely Imputed (CI) estimators). A completely imputed estimator is an
IPRW estimator defined with Q = Opxpn, a zero matrix, P =x (x/ m]Rx)+ x'm, and

1
W= Z1'x (x'me)+x'm. a7
n
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Table 4.1: Examples of IPRW estimators

Q P
Horvitz-Thompson (HT) %1’ a !
. R T Otk
Hajek (HJ) 1z R1) " 1'n
Completely Imputed (CI) Ok xn)
Missing Imputed (MI) iy x (x'mRx)" x'm
Generalized Regression (GR-HJ) %1’ al

Example 5 (Missing Imputed (MI) estimators). A missing imputed estimator is an IPRW
estimator defined with Q™' = %1', P=x(x me)+x’ m, and

WM = 11’ (ikn ~(R—ipy)x (xXmRx)" x'm) : (18)
n

Example 6 (Generalized Regression (GR) estimators). The generalized regression estimator
is an IPRW estimator defined with Q"' = %1’ L P=x(x mIRx)+ x'm, and

1 1 1
WER = Z1/g71_ (—l'n_lR— —1’) x (x’m]Rx)+ x'm. (19)
n n n

Remark 1. The Horvitz-Thompson estimator and Hajek estimator are standard estimators
considered in the literature. The class of completely imputed estimators contains the class of
WLS estimators as a special case, as we show below. Missing imputed estimator and com-
pletly imputed estimator are considered in Isaki and Fuller (1982). Missing imputed estima-
tors have been recently studied by Guo and Basse (2021) in nonlinear adjustment problems.
Generalized regression estimators appear in several strands of literature, including survey
sampling (Sdrndal et al. (2003)), missing data (Robins et al. (1994), Robins et al. (1995)),
and causal inference Kang and Schafer (2007). The study of CI, MI, and GR estimators
has a long history in the survey sampling literature (see, for example, Brewer (1979), Wright
(1983) Sirndal and Wright (1984), and Chaudhuri and Stenger (2005)).

In addition to the examples above, generalized regression estimators with a Hajek
weighting and poststratification Miratrix et al. (2013) estimators are also linear estimators.
The WLS estimators are also IPRW estimators. They are in fact algebraically equivalent

to CI estimators. The following lemma is reproduced from Proposition 5.3 of Middleton
(2021a).

Lemma 4.1. Under Assumption 3, the WLS estimator with W™ = [i;|04x, ] (x mRx)" x'm

is equivalent to a completely imputed estimator with Q) = 0pxp, and P =x (x’ m]Rx)+ x'm.

4.2 Convergence of estimators

To establish convergence properties of the linear estimators, we need an additional assump-
tion on their forms.
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Assumption 4 (Moment-type estimators). An estimator i, € R satisfies the following con-
ditions:

oA A a A +1 + . . ~
i) [, = F(mi,m%,...,mi},mi} ,...,mi} lz), where F is a known mapping and m$,s =

1,...,0l1, are scalar estimates of finite population moments. For each mj, s =1,...,11,
ms = 111 a7 1RP%, where ¢* € R*™ is a vector of constants. m$ = 11, ¢, s =11+
1,...,11 + 19, are known finite population moments.”

(it) F is uniformly locally Lipschitz, that is, there exist positive scalars N, C and € such
that

l1
=1 =2 ) I1+1 11+l 1 l I1+1 =0 i
IF (g, iy, oy mp L om2) = F(my,,comyl, o ymy  )le < C | ) (R, —ml)?
1=1

for all (i}, m2,...,m') such that Zﬁlzl(m; -m') <eand n=N.

(iit) There exists a C such that %II(/)SH% <Cforalls=1,..,l1+lsandalln=1,...,N.

. . .. A A A A + +
For notational simplicity, we hereafter denote 77, = (1}, M2, ...,mi},mi} 1 .,mf} 2) and
+1 +
my,=(mkm?,.., mlnl,mil1 - mfll I2) We allow some moments to be nonrandom to accom-

modate CI, MI, and GR estimators. Assumption 4-(ii) rules out the case where the mapping
F becomes more singular at m, as n increases. This may happen, for example, if the design
matrix for a WLS estimator %x’ miX, has an eigenvalue that approaches 0 as n increases.
The moment-type estimators include all linear estimators above as special cases. For
the HT estimator, we have fi,, = F(rial,m2, ...,n%’,‘j), where F is the identity mapping and mj,
is the sth entry of the vector %l’n_lRy,s =1,...,k. For the HA estimator, we have fi, =

21 a2
F(m,,m;,...,

1,...,k and /%*$ is the sth entry of the vector %l’n_llen,s =1,..,k.

We show [i,, — u,, converges in probability to zero. To prove this, we introduce the first
important object of the paper, the first-order design matrix. The matrix, first introduced
in Middleton (2021b), is an important conceptual object encoding information about the
experimental design.

m2ky = ('ﬁ—’ll m—ﬁ) where ¢ is the sth entry of the vector 11’7 1Ry, s
n - mlraLJrl?"" rfl%k ’ n y n y’

Definition 3. The first-order design matrix is the variance-covariance matrix of inverse
probability-weighted treatment assignments, written as

D =Var (1, 7 'R) e R¥"**", (20)

Use |||A]l|2 to denote the largest eigenvalue of a matrix A and ||v||g to denote the /9 norm
of a vector v. We show that the largest eigenvalue of the first order design matrix D, |||D]]|2,
describes the statistical rate for estimation. We have the following theorem:

Theorem 1. Let i, be an estimator that satisfies Assumption 4. If Hll)% =o0(1), then

11DIll2
n

fn —pn =0p (21)

“m® may depend on both data moments and design probabilities.
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Table 4.2 documents the probability limits of the estimators introduced in Section 4.1.
The following Corollary establishes the \/n convergence rate for these estimators.

Table 4.2: Estimators and their probability limits

Estimator ({,,) Probability Limits (u,)
Horvitz-Thompson (HT) %1’ y

Hajek (HJ) 21y
Weighted Least Squares (WLS) [i£10%xp | OIS
Completely Imputed (CI) %1' xb)"s
Missing Imputed (MI) %l’ny + %1’(i — )xb)s
Generalized regression (GR-HT) %1' %

Note b5 = (xX'max) xmiry.

Assumption 5. There exist positive c; and Cs such that 0 < ¢5 < Apin(MIT) < Apax(mr) <
Cs < oo for all n.

Assumption 6. |||D|||2 = O(1)

Corollary 1. Under Assumptions 1, 2, 5, and 6, the estimators HT, HJ, WLS, CI, MI, and
GR converge to their probability limits at a \/n rate: i, — i, = Op ( l). 8

n

Assumption 5 requires that the diagonal entries of ma are uniformly bounded above and
below in n. This is satisfied, for example, if m = 771. Assumption 6 requires the maximum
eigenvalue of the positive semidefinite matrix D to be bounded. This condition is satisfied
for complete randomizations with nonvanshing treatment probabilities. It is also satisfied
for 1) stratified randomizations with a fixed number of strata, diverging numbers of units in
each stratum and nonvanshing treatment probabilities,” and 2) cluster randomizations with
increasing numbers of clusters, bounded maximum numbers of units in the clusters and
nonvanshing treatment probabilities. There are cases where |||D|||2 increases with sample
size n. Examples of such cases are 1) cluster randomizations with increasing cluster sizes;
2) network experiments where the maximum degree of the network grows with the sample
size Ugander et al. (2013). In these cases, if ”'D% = 0p(1), the estimators still converge
although at a slower rate.

The condition in Assumption 6 may be difficult to verify directly. Given that D is sym-
metric, one can provide an upper bound for this quantity using other matrix norms, such as
the maximum matrix row norm (Theorem 5.6.9 in Horn and Johnson (2012)).'° We use this
property to check the condition for a two-arm completely randomized experiment in Section
7.

8This theorem also holds for CM if Assumption 5 is satisfied with m =1i.
9To be precise, we are considering the design where each stratum hosts its own complete randomization.
10Because D is symmetric, the maximum matrix row norm and the maximum matrix column norm agree.
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We note that assumptions on the design regularity (Assumption 6) can be relaxed by im-
posing more restrictive conditions on the data moments (Assumption 1). In Appendix J, we
state two alternative assumptions for Assumptions 1 and 6. The alternative assumptions
require uniform boundedness of the data moments but allow the design to be more "irregu-
lar". For example, these alternative assumptions can accommodate cluster randomizations
in which the maximum number of units in some clusters diverges to infinity at a certain
rate. Such a scenario is not allowed by Assumption 6.

4.3 Interpretation of the estimators

For a linear estimator [, = WRy that is of the moment-type, let W,, denote the k-by-kn
matrix analogous to W but with the random assignment indicators {RR;},,; replaced by the
assignment probabilities {74;},,;. It is clear that the probability limit of fi,, is p, = W,my. If
W,y converges to %1’ y asymptotically, then i, can be interpreted as a consistent estimator
of the average potential outcomes of %1’ y. Many estimators used in practice enforce the
equality W, Ty = %1' y a priori by choosing the correct forms of the estimators.'!

In this section, we study the probability limit of the WLS, CI and MI estimators due to
their popularity in practice. We provide conditions under which these estimators in Table
4.2 have the correct probability limits. That is, they can be interpreted as estimators for
the average potential outcomes %1' y. The estimators HT, HJ, and GR are correctly centered
and converge in probability to the true parameters of interest under proper regularity condi-
tions. The estimators WLS, CI, and MI are not centered properly, and it is not clear a priori
if they converge in probability to the true parameters of interest. For the WLS estimators,
it is well known that a naive OLS estimator (m =i, ) does not always consistently estimate
the average treatment effects (Angrist and Pischke (2008) and Goldsmith-Pinkham et al.
(2021)). Several strategies for correcting such problems have been proposed in the litera-
ture, including inverse probability weighting (i.e., Angrist and Pischke (2008)) and clever
covariates (i.e., Bang and Robins (2005)). We demonstrate both inverse probability weight-
ing and clever covariates satisfy the following general condition.'?

Lemma 4.2. [Middleton (2021a)] Completely imputed estimators (including OLS and WLS)
are consistent for %1’ y if each column of x~1m™11 € R*"** belongs to the column space of x.

In other words, there exist k (k+ p)-vectors, t1,to,...,t} € Rk+P, forming a (k+p)xk matrix
t=[t1 t2 ... tp] e R®P>* such that

xt=m 1z~ 11 e R, (22)

Remark 2. The column space conditions hold if

1 j.e., the WLS weights are the inverse probabilities of assignment.

1. m=m"
2. m =i (OLS), but 7711 is in the span of the matrix x. For example:

(a) Every unit has the same probability of assignment to any given treatment, such as
Bernoulli randomization or completely randomization.

1 An exception is estimators in the completely randomized designs with rerandomization Li et al. (2018).
12Middleton (2021a) does not offer proofs for Lemma 4.2 and Lemma 4.4. We prove them in this paper.
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(b) When treatment assignment probabilities are unequal, but x is augmented to in-
clude clever covariates, i.e., interaction of treatment-arm intercepts and inverse
probabilities. ™

In fact, the examples in Remark 2 imply that those CI estimators are algebraically equiv-
alent to generalized regression estimators. We have the following theorem:

Lemma 4.3. '* A completely imputed estimator is algebraically equivalent to a generalized
regression estimator if there exist k length-(k + p) vectors, ti,to,...,tp € R¥*P, forming the
(B + p)x k matrix t = [t1 ty ... tk] e RE+P)*E gych that

Rmxt = Rz~ 11 e RF"*%, (23)

Remark 3. Note this condition is satisfied if m is invertible and xt = m a7 11. Thus, all
strategies in Remark 2 imply the CI estimators are algebraically equivalent to generalized
regression estimators. Most importantly, this result is a finite sample result. It does not
depend on any asymptotic linearization arguments.

Similar theorems can be established for the missing imputed estimators.

Lemma 4.4. [Middleton (2021a)] Missing imputed estimators are consistent for average po-
tential outcomes if each column of m™1(i— = 1)1 e R*"** belongs the column space of x.

In other words, there exist k length-(k + p) vectors, ti,ts,...,t} € RE+P, forming the
(B + p)x k matrix t = [t1 ty ... tk] e RE+P)*E gych that

xt=m 1({i-x1)1eR"*, (24)

Lemma 4.5. A missing imputed estimator is algebraically equivalent to a generalized regres-
sion estimator if there exist k length-(k + p) vectors, t1,ts,...,t} € R+P, forming the (k+p)xk
matrix t=[t1 ta ... tp]€ R%*+P)*k gych that

Rmxt = RG -z 1)1 e RF**%, (25)

Since we are primarily interested in the true average effect parameters, we shall require
the CI and MI estimators to satisfy (22) and (24), respectively.

Assumption 7. The CI and WLS estimators satisfy (22), and the MI estimators satisfy (24).

The importance of the observations are two folds. Firstly, the statement of algebraically
equivalence is a finite sample statement. It does not rely on any asymptotic expansion
argument. Secondly, this statement highlights the the central importance of the generalized
regressions estimators. In practice, many researchers specify WLS/CI/MI such that they
are consistent for the average potential outcomes. In order to do so, researcher are most
commonly making their estimators algebraically equivalent to GR estimators without being
aware of it. These relationships reveal in what sense GR estimators generalize regression

13Note one has to center the columns as in Assumption 3 to ensure correct interpretations.
14This result is previously available for two-arm experiments in Middleton (2018). We extend this result to
multi-arm setups.
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approaches in common use. The generalization, however, will allow for a wider variety of
possible adjustment strategies. For example, in cases where OLS/WLS coefficients are not
consistent for the average potential outcomes, plugging these coefficients in GR produces
consistent estimator for the average potential outcomes. We revisit this topic in Section 6.

We are not the first to make such an observation. In the survey sampling literature
and under a more restricted asymptotic scheme as in Brewer (1979), Wright (1983) shows
that all MI and CI estimators that are consistent for average potential outcomes are al-
gebraically equivalent to GR estimators. We extend this result to a multi-arm randomized
experiment setting and establish weaker versions of the claims under a more general asymp-
totic scheme. We can also establish a stronger claim if using the more restrictive asymptotic
scheme in Brewer (1979).

5 Asymptotic Variances: Characterization, Bounding,
and Estimation

In this section, we study asymptotic variance characterization, bounding, and variance
bound estimation for the moment estimators. We provide a simple yet general asymptotic
variance formula. The asymptotic variances can be written in the bilinear form %Z’DZ,
where z mostly reflects the choice of estimators and D reflects the experimental design.
This forms the basis for studying variance bounding and variance bound estimation.

In the design-based framework, the asymptotic variance is never identified. This is be-
cause some pairs of potential outcomes can never be observed simultaneously across all
assignment realizations. For example, we can never observe treated and untreated out-
comes at the same time for a given unit.'® Starting with Splawa-Neyman et al. (1990),
one proposed solution to the issue of unidentified variances has been to estimate a variance
bound, an identified quantity that is provably greater than the variance. In Section 4.2, we
provide a general definition of variance bounding. For the purpose of this paper, we shall use
the Aronow-Samii (Aronow and Samii (2017)) bound. This bound can be applied with any
design and for any effect of interest. Section 4.3 provides conditions for consistent plug-in
variance bound estimation.

5.1 Asymptotic Variance Characterization

We strengthen Assumption 4 to use a linearization argument. In addition to us-
ing the notation m, and m, from Assumption 4, we further define the column
vectors M, , = (rh}L,...,rhle)' e R and My, = (ml, ..,mfll)' € R1, as well as m, =

- ~ 1 11+1 11+
(L., ma L m) 2) ¢ Rl1+l2 16

Assumption 8 (Moment-type estimators 2). In addition to Assumption 4, F is uniformly
locally linearly approximable. That is, there exist positive scalars N, C, and € and a linear

150ther design features, such as clustered or pairwise randomizations, can also make various combinations
of potential outcomes unobservable.
16The subscript r stands for "random moments".
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map dF,, €R**!1 such that

I ] .
i=1
for all (m},m2,...,m3Y), such that Z?:l(ﬁlfl -mi)?<ecand n=N.

For an estimator [, = F(ii,), we denote the linearized version of i, as fi; = F(m,)+
dF,, (M,,—my,), where m,, = (n%}l,...,n%ill "e Rl1, diag() maps a length-n vector to an
n-by-n diagonal matrix.

Theorem 2. Define D as in (20). Let [i, be an estimator that satisfies Assumptions 4 and 8,

and \/Hl])% =o0(1). Then,
D
b o /Illnlllz o, (D). 26)

The variance of [ik can be written as

1
Var(fit) = ﬁz’Dz e Rk (27)

/
where z € R¥"** depends on the estimator. We have z = (Zilz 1dFg, 1§mdiag(¢s)) , Where dF;,
is the sth column of the linear map dFy,, defined in Assumption 8 and ¢°, s =1,...,11, is the
vector of constants defined in Assumption 4.7 Moreover, if %HZH% = 0(1) and Assumption 6

holds, Var(i}) = O(1Rlz) — (1),

Middleton (2021b) formally shows that the HT estimator has an asymptotic variance
that can be written as a bilinear form.'® With an abuse of language, we refer to nVar(ik) =
%z’ Dz as the asymptotic variance of the estimator [i,. With a contrast vector ¢, the asymp-
totic variance of ¢fi, is %(zc)’ Dzc. This theorem is the key observation of the section. It is
shown that many linearized estimators have a variance that can be written as a "quadratic”
form.'® Notice D depends only on the information of experimental designs, which is avail-
able to researchers. The matrix z can depend on potential outcomes, the experimental de-
sign, and/or covariates, and it is usually estimated from the data. We specialize Theorem 2
for estimators introduced in Section 4.

Corollary 2. Under Assumptions 1, 2, 5, and 6, the estimators HT, HJ, WLS, CI, MI, and
GR are \/n equivalent to their linearizations:

Vifin — i) = 0,(1) (28)

Their asymptotic variances can be found using the expression in (27). We document their
z’s in Table 4.2.

"Note that dF3, € R**! and 1}, diag(¢®) e R**".

BQur results generalize Middleton (2021b)’s intuition regarding asymptotic variances with a rigorous proof.

19A typical definition of quadratic forms is the expression v’Av, where v is a column vector and A a square
matrix. In the theorem below, our v is a matrix instead of a column vector, so we are in a sense misusing
the name. If we are interested in a scalar parameter specified by a contrast vector ¢, then the variance

Var(Zf;:1 caﬁ{,;) is a quadratic form in the standard sense.
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Table 5.1: Estimators and their linear expansions

Estimator Linear Expansion
Horvitz-Thompson (HT) %l’y + %l’n_l(]R—Jr)y
Hajek (HJ) Ly+a {R-m)y-111"y)
Weighted Least Squares (WLS) | [i£|0xxp| 6V + [i£10% x| ®max) Ix'm(R - m)(y — xb}'5)
Completely Imputed (CI) 11'x608 +21'x(x'max) 'x'm(R - 7)(y - xb}')
Missing Imputed (MI) Ly +21'G - m)xb)'s

+I1(R-m)(y —xb)™)

+21'(i - mx(x'max) 'x'm(R - 7)(y - xb}")

Generalized Regression (GR) %l'y + %l’n_l(]R - )y —x'b)"5)

Note that b)) = (xX'max) xmry.

Table 5.2: Estimators and their zs

Estimator z

Horvitz-Thompson (HT) diag(y)1

Hajek (HJ) diag(y-111'y)1

Weighted Least Squares (WLS) diag(y — Xb‘,’lVLS)JI'mX(%XI max) !

Completely Imputed (CI) diag(y — xb"5)rmx(x'mrx) 1x'1

Missing Imputed (MI) diag(y — xb")rmx(x'max) x'(i— 7)1
+diag(y —xb) ")l

Generalized Regression (GR) diag(y —x'b6)"%)1

Note that b} = (x'max)* xmiry.

With a contrast vector ¢, the asymptotic variance of the HT estimator is ¢'1’diag(y)D
diag(y)lc. When we make no additional assumptions other than that the potential out-
come vector y is in a Ilo ball, the worst case variance of the HT estimator is propor-
tional to |||D|[|2.2° In this sense, an experimental design with a smaller |||D|||2 is pre-
ferred over a design with a larger |||D||le, if other aspects of the two designs are consid-
ered approximately equally acceptable. In practice, using the measure |||D|||2 alone may
overstate the realized design-based variance, as |||D|||2 considers only the worst-case sce-
nario. If the researchers have a prior on the potential outcomes, they can instead con-
sider the anticipated asymptotic variance (Isaki and Fuller (1982)), that is, %é"[z’Dz],
where & is the expectation over the randomness with respect to the prior. For exam-
ple, if the potential outcome vector is assumed to follow a multivariate normal distri-
bution y ~ N(0,,%), where X € R "*kn ig a variance-covariance matrix, the anticipated
asymptotic variance of the HT estimator is é"[%c' 1'diag(y)Ddiag(y)lc] = 8[% ydiag(c'1)D

20Harshaw et al. (2021) uses this measure to calibrate the robustness of their family of designs.
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diag(c'1)y] = 1tr (2o (diag(c'1)Ddiag(c'1))).

Regardless of whether researchers have access to a prior, we believe the |||D|||o measure
is informative about experimental designs in general. We demonstrate a use of this measure
in our simulation section in Section 8. We recommend researchers to use the value |||D]||5 to
understand their designs but we warn researchers that this should not be the only measure
that they consider when choosing among different experimental designs. Other measures
are equally important, for example, covariance balancing.

5.2 Variance Bounding

In the design-based framework, the true asymptotic variance is not identified and not
consistently estimable. One can read off the lack-of-identification problem from entries
in the first-order design matrix D: some entries have the value —1, and this happens if
Yai and yp; can never be simultaneously observed across all realized assignments and we

have E[%%] - E[%]E[%] =0-1=-1. To construct an identified variance bound, our
ail J ai J ~
quadratic characterization n—lzz’ Dz suggests one need to find a variance bound matrix D that
dominates D in the positive semidefinite sense. In order for D to be identified, D must take
the value 0 at entries that are —1 in D. The concepts are formalized in Mukerjee et al. (2018)

and Middleton (2021b) with the following two definitions. Definitions 4, 5 and Definition of
the Aronow-Samii bound are reproduced from Middleton (2021b).

Definition 4 (Variance bound matrix). Let D be an arbitrary symmetric kn x kn matrix. D
is a variance bound matrix for D if and only if the matrix D — D is positive semidefinite.

Definition 5 (Identified variance bound matrix). Let D be a variance bound matrix for D.
It is an identified variance bound matrix if

ID=-1)<I(D=0). (29)

where < denotes the pointwise inequality. I(D=—-1) is a kn x kn matrix of ones and zeros
indicating the location of —1’s in D, and I(D = 0) is a kn x kn matrix of ones and zeros
indicating the location of 0’s in D.

Entries in I(D = —1) are indications that the associated terms in the variance quadratics
are impossible to observe. I(D = —1) < I(D = 0) are indications that the associated terms are
not used in the variance bound estimation and thus the variance bound (of a HT estimator)
can be unbiased estimated. Thus, we say D is a valid variance bound matrix if and only if
D is identified and D — D is positive semidefinite. We note that it is not always necessary to
bound the entire matrix D. Depending on the parameter of interest, one may only need to
bound a principal submatrix of D. This happens, for example, if the researcher is only inter-
ested in comparing two arms of a multi-arm experiment. From now on, for an estimator f,,
with an asymptotic variance %z’ Dz, we refer to the estimator’s asymptotic variance bound
as %z' Dz.

To demonstrate how our definitions map to a typical case, consider a two-arm completely
randomized experiment with n; units in the treatment group and n. units in the control
group, with n = n; +n.. Define the rescaled demeaning matrix A, = -2 (i, - %ln 1) e R™™,
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%An _An
_An Z_:;A;L
Neyman bound (e.g. see Imbens and Rubin (2015)) matrix can be written as D¥ = D +
A, A [2A. 0

A, A, 0 nicAn

€ R2"*2n The standard

The first-order design matrix for the design is D = [

e R2"*2n Note that no entries in D~ take on the value —1 and

n n
A, A,
an identified variance-bound matrix by our definition.

We need a variance-bound matrix that can suit arbitrary experimental designs for our
purposes. The Aronow-Samii variance bound (Aronow and Samii (2017)) has the unusual
virtue of being perfectly general and applicable to arbitrary designs.

the matrix

is a positive semidefinite matrix. Thus, the Neyman bound matrix is

Definition 6 (Aronow-Samii variance bound). The Aronow-Samii variance bound uses the
variance bound matrix

1"’)AS = D+I(D = —1)+diag(I(D = _1) ]-kn)

IMD=-1) is a kn x kn matrix of ones and zeros indicating the location of —1’s in D,
I(D=-1)1,, is a column vector counting the number of -1 entries in each row of D and
diag(I(D =-1)1,,) is a diagonal matrix with entries of I(D = —1)1,, on the diagonal.

Aronow and Samii (2017) establishes that the Aronow-Samii variance bound matrix is
an identified variance bound matrix for general experimental designs. We do not offer more
variance bound matrices in this paper. Interested readers can refer to Harshaw et al. (2021).

We end this section by comparing the Neyman bound and the AS bound for a two-
arm completely randomized design with a contrast vector ¢ = (-1,1). Define a matrix

- - A A
—_1 = 1 x AS N _ n n 2nx2n :
Ay = =i, — -=31,1, e R®**. It can be shown that D** - D" = A, A, e R“"*“" is an
indefinite matrix. This matrix has n eigenvalues of value 0, n — 1 eigenvalues of value —n% T

and 1 eigenvalue of value —2. In this way, neither the AS bound nor the Neyman bound
dominates the other in the positive-semidefinite sense.

However, if one uses a Hajek estimator to estimate the effects, the Neyman bound
dominates the AS bound in the positive-semidefinite sense. To see this, recall that the
asymptotic variance bounds using the AS bound and the Neyman bound are %c’ 1'diag(y —
111'y)D*%diag(y — 111'y)1c and 2c'1'diag(y — 121'y)DVdiag(y — 111'y)1c. The difference
is %c’l’diag(y - l%l’y)(f)AS —DV)diag(y - 121'y)lc. Define P; € R*"*2" to be the pro-
jection matrix onto the column space spanned by 1 € R?"*2. After some algebraic ma-
An Ap

nipulation, the difference can be written as y'(is, — P1) A A
n n

} (ign —P1)y. The matrix

A, A,
Ap Ay

of value 0, and n-1 eigenvalues of value % The intuition is that the only eigenvector of the

(i2n - Pl)

] (iz;, —P1) can be shown to be positive semidefinite with n+1 eigenvalues

n An
An Ap
by the residual maker matrix (ig, —P1). A similar conclusion holds for the OLS estimators

matrix with a negative eigenvalue is the vector of ones, and this vector is nullified
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with an intercept in this design. Thus when using Hajek and OLS estimators, the Neyman
bound dominates the AS bound, but note this difference is of order % and diminishes to 0 as
n — oo.

5.3 Consistent Plug-in Variance Bound Estimation

With an identified variance bound matrix D (not necessarily the AS bound), this section
turns to the subject of variance bound estimation. We provide regularity conditions for con-
sistent plug-in variance bound estimation. We first define the second-order design matrix.
The operator norm of this object, which we define below, determines the rate of convergence
for the variance bound estimator. We use ® to denote the tensor product of two matri-
ces, which results in an order four tensor. For any two matrices A = [a;;] € R"'*"? and
B =[b;;]1e R"**" we denote

A®B:[Cijkl]:[aijbkl]eRnlxn2xn3xn4. (30)

The following object is defined in Middleton (2021b) and it is shown below that its spectral
property governs the rate of convergence of the variance bound estimator.

Definition 7 (Second-order design tensor). The second-order design tensor is a fourth-order
tensor S € RFn<knxknxkn of vqriances and covariances of inverse probability weighted pair-
wise joint inclusion indicators, written as

S= (E [(R1:.1,R) ® (R1;,1,R)] -pe P)/(p ®p), (81

where p=E [len 1§MIR] is a matrix with inclusion probabilities on the diagonal and pair-
wise joint inclusion probabilities off the diagonal, ® is the tensor outer product, and / is
elementwise division with division by zero resolving to zero.

Next, define an inverse probability weighted version of the variance bound matrix, D, as
D, =D/p, (32)

where p is defined in Definition 7 and / denotes elementwise division with division by zero
resolving to zero. This object is used to construct another HT estimator that is unbiased for
estimating the variance bound had z is known. Since z is unknown, an appeal to the plug-in
principle suggests the use of

— 1 -
Var (fi) = —2'RD,RZ (33)
n
for the asymptotic variance bound:
. 1 -
Var (i) = —2'Dz, 34
ar (Q) 57Dz (34)

where Z has the same form as z but with unknown quantities replaced by their sample esti-
mators. Middleton (2021b) first suggests this formula for the HT estimator.?’

21Middleton (2021b) also suggests the use of plug-in estimators but does not offer a formal justification.
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The following theorem considers the problem of consistent plug-in variance estimation.
We introduce a few tensor notations used below.?? A real order 4 tensor A = (ail_”i 4) €
R"1**"4 ig a multi-array of entries, where i;=1,...,n; for j=1,...,4. Whenn =n; =...= ny,
A is called a fourth-order n-dimensional tensor. The set of real fourth-order n-dimensional
tensors is denoted as T4 ,. For a tensor A € Ty ,, we use the symbol o max(A) to denote the
optimal value of the following optimization problem:

max A(viy,...,U4)
{v;}f_ eR”
n (35)
subject to Z vf =1foralli=1,...,4.
i=1

This quantity is defined in Lim (2005) as a generalization of matrix singular values to ten-
sors. Note that the arguments are constrained to be in the I4 ball instead of the /9 ball in
R".

Recall that S is defined in Definition 7. Let ||-||o denote the Frobenius norm if applied
to a matrix and the /9 vector norm if applied to a vector. We have the following theorem for
consistent plugin variance estimation.

Theorem 3. Consider the estimator @(ﬁn) = 2’ RD,RZ for the quantity Var(fi,) =
52Dz If 12 -zllf = 0,062 and 1lizll} = OQ), then Var(fi,) — Var(f,) =
0p(maxy/ L omax((D8D)0S),6, x LI DylI1z).

Define o to be the entrywise multiplication of two tensors. We specialize the theorem for
the estimators in Section 4 with the following additional assumption.

Assumption 9. 0. (D®D)oS)=o0(n), |[|D,lllz = O1).

Corollary 3. Under Assumptions 1, 2, 5, 6, 7, and 9,% the plug-in variance bound estimator
is consistent: .
n(Var(f),) — Var({;)) = 0,(1)

for HT, HJ, CI, MI, WLS, and GR estimators. If there exist a positive integer N and a positive

constant c¢ such that nVEtr(uI,;) > ciy, for all n = N, then for all t € R¥\{0}, % 21

Remark 4. As in Assumption 5, the condition in Assumption 9 may be difficult to verify
directly. Because ﬁ/p is a symmetric matrix, we can bound |||ﬁ/p|||2 using the maximum row
norm. On the other hand, D ®D)oS is a fourth-order tensor for which inequalities involving
the stated quantity in Assumption 9 are, to our knowledge, less established. We provide an
inequality that proves to be useful for checking conditions for completely randomized designs.

22We only introduce the minimally necessary notation here. For complete notation, refer to Appendix K.

23Wu and Ding (2021) and Lei and Ding (2021) establish consistent variance bound estimation in two-
arm completely randomized experiments with a weaker moment condition. It is possible to adapt their proof
strategies to our setting by additionally assuming that (D eD)oS||le (as defined in Lemma 5.1) is bounded
uniformly for large n. We omit the proof here for simplicity.
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Lemma 5.1. ?* Consider a fourth-order n-dimensional tensor A = [a; jril € RV Define
the quantities (absolute slice sums)

Yo ) laijel, (36)

n

n n n
IAll_; =max ) Y Y laiul, IAll_j=max
Loj=1k=1i=1

Ji=1k=11=1
and similarly for ||Al|_; and ||Al|_;. Define
[|Alloo = max{[|All-;, |All-j, ||All -z, |All-}. (37)
We have
Omax(A) < [|1Allco. (38)

Remark 5. Note that ﬁ/p may not be a positive-semidefinite matrix. This is a cause for
concern because in some cases the estimated variance can be negative. Such problems do not
arise in our simulation, though they are possible when the true variance bound is close to
zero. One method to solve this problem is to set the negative spectra of the symmetric matrix
ﬁ/p to zero, resulting in an upwardly biased variance bound estimator.

6 Model-Assisted Estimators and Optimality

As discussed in Section 4, many commonly used estimators are in fact GR estimators. GR
estimators can be observed to have the form

N 1 N
I/ T g1 —
1'x'b +n1n R(y —x'b). (39)
imputation N ~~ -
correction

If x'b "predicts" the potential outcomes well, GR estimators will be more precise relative to
the baseline HT estimator in terms of asymptotic variances. This viewpoint motivates the
model-assisted estimation strategy in the survey sampling literature (Sarndal et al. (2003)).
However, if a model-assisted estimator is not constructed carefully, it may in fact reduce
asymptotic precision when compared with the HT estimator (Freedman (2008b), Freedman
(2008c)).

In this section, we study the problem of model-assisted estimation strategies in arbitrary
experimental designs using GR estimators. We focus on parametric models in this paper
and leave the question of nonparametric or high-dimensional models for future work. We
examine three classes of estimators. Each class has precedence in the literature for some
particular experimental designs, and we extend them to arbitrary experimental designs and
consider a large class of models. We discuss at the end of this section the trade-off of the
three classes of estimators.

The first class we consider is the class of standard Quasi-Maximum Likelihood GR
estimators (QMLE-GR). This class estimates the parameter 6, by maximizing a pseudo-
likelihood. It is useful when the researcher has a good approximating model for potential
outcomes and covariates. However, in terms of asymptotic variances, this strategy is not

24This lemma is Lemma C.7 in the appendix.
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guaranteed to be superior to the baseline HT estimator when the model is misspecified. This
problem motivates the second class of estimators, the no-harm GR estimators (No-harm-
GR). This class is based on the QMLE estimates but estimates a multiplicative constant in
addition. This class of estimators provably yields an asymptotic variance no worse than that
of the baseline HT estimator. The final class is the optimal GR estimators (Opt-GR). This
class of estimators leads to the greatest reduction of asymptotic variances when compared
with estimators using the same class of parametric models for adjustments.

We remind readers that £ denotes the number of treatment arms and n denotes the num-
ber of experiment units. Treatment arms are generically indexed by a € {1,...,£}, and units
are generically indexed by i € {1,...,n}. In many cases, we write 22:12?21 as Y, ; for sim-
plicity. Our GR estimators are constructed using the imputation functions {f%(-,0)}4=1,. 2
indexed by a finite dimensional parameter 6. We shall refer to {f*(-,0)},=1,.. » generically as
adjustments. The target parameter 0,, is estimated from the sample analog £, (0) of a finite
population criterion £,(0). To be precise, our GR estimators are derived from the following
two ingredients:

1. A finite population criterion %, (6) and a sample equivalent Z,(0). Given a parameter
space O, the target parameter 6, and its estimator 6,, are defined as the maximizers
of the criteria:

6,, = argmin %,(0),%° (40)
fe®
0, = argmin %, (0). (41)
0e®

2. Imputation functions indexed by the parameter 0, {f“(-,0)},=1,.. . For unit i in the ath
arm, we shall impute the outcome by y,; = f%(x;,0,). The estimator for the ath arm’s
average effect is

R 1& A 1 & Re;
fina =~ 3 @i, 0n)+~ 3 —=
i=1

n;=3 Tai

Yai — [4(x;,00)). (42)

With a contrast vector ¢ € R* defining the parameter of interest (y, = %c’ 1'y), a GR
estimator is constructed:

k
?c = Z Ca.an,a (43)
a=1

Remark 6. Notice the imputation functions are indexed by a and can be different across
arms. This setup accommodates both separate-slope and same-slope adjustments. For ex-
ample, consider a setting with two arms and one pretreatment covariate. A same-slope
linear regression adjustment uses the criterion function £,(B) = %Z?Zl(yol- - Bo—x; ﬁg)2 +
%2?21(3’11' - B1- xiﬁg)z and the imputation functions fo(xi,,B) = Po +x; P2 and fl(xi,ﬁ) =
B1+xiB2.25 A separate-slope adjustment uses the criterion function L,(B) = %Z;‘:l(y()i -
Bo— xiﬁ2)2 + %Zf’:l(yli - p1- xiﬁg)z and the imputation functions fo(xi,ﬁ) = Po +xi P2 and

Fixi, B) = B1+xi f3.

25We will assume unique identification.

26Tn a completely randomized experiment, the By and B; cancel out. Thus, the imputation function can also
be defined to be f%(x;, 8) = x; B2, a = 0,1 in the same-slope case and fo(xi,ﬁ) =x;f2 and fl(xi,ﬁ) = x;P3 in the
separate-slope case.
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We define additional notation for later use. Define the column vector f%(0) =
(f%(x1,0), ..., f%(xn,0)) € R" and column vector £(0) = (£1(0),£2(0),...,f¥0)) € R*". In other
words, f%(0) includes the imputed potential outcomes for all units in arm a with param-
eter 6. Let f(0) denote the stacked version of the imputed outcomes of all arms. Sim-

!
ilarly, for a parameter 6;, we define 6%]”“(9) = (a%tf“(xl,(?),...,(%tf“(xn,@)) € R" and the
!/
column vector 2-f(6) = (a%tfl(e)', L L0V, fk(e)') € R*". In other words, -£%(6) is

the partial derivative of the imputation function with respect to 6; evaluated at 0 for all
units in arm a. Let 3 f (0) denote the stacked version of such partial derivatives across

arms. Finally, let Vg f (9) € R*"*$ denote the column stacked matrix of the partial deriva-
tive vectors a%t f(0),t=1,...,s, where s is the number of parameters. We will use the nota-
tion for higher order derivatives as well, for example % f40) e R, % £(0) e R*" and
vg(a%tf(e)) eRFS tu=1,..s.

For simplicity of notation, we shall focus on the /n case for all our estimators below. We

first examine the QMLE-GR estimators and then use the results to motivate the no-harm
GR and optimal-coefficient GR estimators.

6.1 QMLE-GR estimators

For the QMLE-GR estimators, the population criterion and its sample equivalent are defined
as:

Zn(0)=—

S| =
Q

k n
Z Zwaiga(yai,xi,g), (44)
=1i=1

xhe) (45)

. 1k n

The functions {g%(-,0)}4=1,...r are measures of loss (e. g squared loss or log likelihood).

{wal}a 1k are positive weights.?” We shall assume {wm} 1’""k is bounded above and below

uniformly in a and n. For a parameter of interest y. , = C',lll’ y, the QMLE-GR estimator

??MLE is defined as follows.

We make the following assumptions to study the probabilistic properties of QMLE-GR
estimators. Let © be a set in a finite-dimensional Euclidean space. Let Bd(®) denote the
boundary of the set ©. We define the distance from a point 0 to a set © as d(0,0) = infj ¢ IIH—
6]l2. The following assumptions are used to obtain consistency and /z convergence of 6,.
For a vector/matrix/tensor A, we use ||A||; to denote the sum of the absolute values of the
entries in A.

Assumption 10. (QMLE Criterion) Let N be a positive integer. Uniformly for all n = N, the
following conditions are satisfied:

2TWeights are used to accommodate two different formulations of the QMLE criteria. For example, for
an intercept regression, we could have Z,(fB) = %Zai %(yai — Ba)? and L,(p) = %Zai(yai - Ba)?. In this

case, the units are equally weighted. Another formulation would be Z,(f) = %Zai Rai(vai — Ba)? and Z,(B) =
%Zai ai(¥ai — Ba)?. Units with smaller sampling probabilities are given lower weights.
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Algorithm 6.1 QMLE-GR estimator for y. , = c'll’

Require: Parameter space ©, measures of loss g“( 9) a contrast vector ¢ € R¥, imputation
functions £%(-,0), a = 1...,k and weights {wg;}'_

a= 1 k
1. Define Z,(0) as in (45)
2. Obtain 6, = argmingcg L, 0).

3. Compute ,ugthE, fora =1,...,k, where

AQMLE Zfa(xz,e )+ Z Raz

n ;=1 Tai

(Yai — F*(x;,00)). (46)

4. Output yQMLE Yk a=1Caln.a-

(i) Let s be a positive integer. The parameter space © is a compact set in R® with a
nonempty interior.

(it) There exists a 0, € © and a positive c1¢2 such that, for any € >0, infgee\B(9, ) Zn(0) —
£,0,,) > 010726‘2. There exists a 6 > 0 such that d(8,,Bd(0)) > 6.

(iii) g%(yqi,x;,0) is three-times differentiable in 0 for all x; and y,; values.
(iv) For each 0 € O, there exists a C10 4,9 such that %Za,i [g“(yai,xi,H)]Q <Ci04p-

) 18(Yai»rxi,02) — 8“(Yai> xi,01)| < D*(yai,xi)h(d(01,602)) for all 61,02 € ©. h is a function
that does not depend on n and satisfies h(t) — 0 as t — 0, and D®(-,-) is a non-negative
function of {yq;,x;}. There exists a C1o5 such that %Za,iDa(yai,xi) <C1o5 for all n.

(vi) At 0,, there exists a C1o6 such that %Za,i ||V9g“(yai,xi,9n)||§ <Ci6 and
L3 0,ilIV00 8 (Yai, xi,00)I15 < C10,6.
(vii) There exists a positive scalar € such that the smallest absolute eigenvalue of the matrix

%Za,i ®Wai Voo €*(Yai,xi,0y) is greater than .

. 1
(viii) There exists a C1o9g and an € >0 such that ;Z SUPgep(, o) |1V0668* (YVai, i, 01 < 010,8.28
a,l

(ix) There exist two constants 0 < c199 < C1099 < 0o such that ci109 < wq; < C10,9 for all
a=1,...,k,andi=1,...,n.

The following assumptions on f%(-,0), a = 1,...,k are used to obtain the \/n equivalence
of the QMLE-GR estimators to their asymptotic linear expansions.

Assumption 11. Let N be a positive integer. Uniformly for all n = N, the following condi-
tions are satisfied:

28Y 000 £%(Yqi,x;,0) denotes the tensor of third-order derivatives of g%(y,i,xi,0) with respect to the parameter
vector 6.
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(1) f%x;,0) is two-times differentiable in 0 for all x; values, i=1,...,n
(it) There exists a C11 2 such that %Za’i(yai — [ x;,0,))% < Ciio.

(iti) There exists a C113 and an € > 0 such that %Za,illv(;f“(xi,ﬁ)llg <Ci1,3 for all 0 €
B(6,,¢).

(iv) There exists a C114 and an € >0 such that %Za,i SUPgpep@, o) Voo £ (xi,0)Il1 < C11,4 for
all n.

(v) There exists a C115 such that %Za,i(yai — (%, 0,))* < Ci1ps.

Remark 7. These conditions are standard in the literature and are discussed in Andrews
(1992). See also Newey and McFadden (1994). Assumption 10-(i) assumes the parameter
space is finite dimensional, compact, and independent of n.?° Assumption 10-(ii) is a unique
identification assumption, and it can sometimes be checked by inspecting the concavity of
the criterion function. Assumptions 10-(iii), (iv), and (v) are conditions for the uniform con-
vergence of the criterion function. They can be checked by inspecting the Taylor expansion
of the criterion function coupled with appropriate moment conditions. Assumptions 10-(vi),
(vii), and (viii) are conditions for the rate of convergence of 0,,. Assumptions10-(vii) is a local
identification condition Rothenberg (1971). It requires the curvature around 6, to be non-
vanishing. Assumption 11 is required for \/n-equivalence and asymptotic variance bound
estimation. It can be checked by a Taylor expansion of imputation functions coupled with
appropriate moment conditions.

We note that our conditions are more complicated than those of Guo and Basse (2021).
Guo and Basse (2021) considers the case of a two-arm completely randomized experiment for
which exponential inequalities and stochastic equicontinuity conditions are available. We
are not aware that such conditions are available in our setting.

The following theorem states the results for the QMLE-GR estimators. Under the stated
assumptions, yQMLE is consistent for y, ., and its asymptotic variance has an expression
similar to that of a GR estimator in Table 4.2.

Theorem 4. Define 0,, ﬂ%LE, and ??ﬁiw as in Algorithm 6.1. Further define
0, = argmingeexn(e), where £,(0) is defined in (44), and g " = ¥ fUx;,0,) +
lzl 1 ”‘”(yal f“(xi,H )) for a =1,...,k. Under Assumptions 1, 6, 9, 10, and 11, we have
i)0,-0,=0,(+ =), i) uQMLE—ﬁ%LEL 0,( f) and iii) 76" —Yn.e = Op( f)

Define ?%LE X Za 1Ca Agl\f,LE . The variance of YQMLE can be expressed as
1
Var(jae ™) = ."; —c'1'diag(y - £(0,))Ddiag(y — f(0,))1c.

Define the variance bound Vér(ﬁl\ﬁLE by = 2c’ 1'diag(y — £(0,))Ddiag(y — f(0,))1c € R with

an identified variance bound matrix D. The plug-in variance bound estimator Vér(ﬁ“ﬁ“ by =

290ne can relax the compactness condition by assuming the criterion is concave. For example, see Theorem
2.7 in Newey and McFadden (1994), and Guo and Basse (2021).
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51'diag(y—f(6,)RD,Rdiag(y—f(6,))1 € R is consistent: n(Var(@®™") —Va (2=t 2o,

~QMLE,L

If there exists a positive constant c4 such that nVar()f ) = c4ip uniformly for large n, then

Var (YQMLE L) p

e 124
Var()?SIXILE L)

6.2 No-harm-GR estimators

As discussed in Freedman (2008b) and Cohen and Fogarty (2020), QMLE GR estimators
may perform worse than the baseline HT estimator in terms of asymptotic variances under
"misspecification" of the adjusting model. In this section, we consider GR estimators that
do not increase asymptotic variances regardless of the configurations of potential outcomes

and covariates. Recall that for a parameter of interest y. , = ¢’ % 1'y, the asymptotic variance
of a QMLE-GR estimator is

1
;c’l’diag(y— f©0,))Ddiag(y - f(0,)1c. 47)

There is no guarantee that this asymptotic variance is smaller than the variance of the
HT estimator %c’ 1'diag(y)Ddiag(y)1lc, which is the asymptotic variance of the HT estima-
tor. To guarantee that our estimation strategy does not result in any harm, we can further
find a multiplicative constant a, that solves the problem

1
al = argmilr{l ~c'1'diag(y — af(0,))Ddiag(y — af(0,))1c. (48)
ae n

Note the minimum is guaranteed to be no larger than c’ 1'diag(y)Ddiag(y)lc. The analyt-

ical expression for af, is af = -7 ;i:;?f((gjgggigﬁ’g:;l -, for which we can construct a feasible

. . ~c _ c'l'diag(y)Ra~'Ddiag(f(6,))1c
consistent estimator &; = o1'diag(f@,))Ddiag /@ )lc

. We now define the no-harm estimator
formally.

Algorithm 6.2 No-harm-GR estimator for y. , = ¢’ %1’ y

Require: A vector of QMLE coefficient estimates 6,, from Algorithm 6.1, a contrast vector
ce Rk imputation functions f%(-,0),a =1...,k

1. Compute X
c'1'diag(y)Ra~'Ddiag(f(6,))1c

a; = — ~ . (49)
c'l’'diag(f(8,))Ddiag(f(0,))1c
2. Compute {9, for a =1,...,k, where
~NOH 1 AC ra ) 1 Rai AC rQ 0
:una __Zanf (xi79n)+_z (yai—anf (xlyen)) (50)
ni;=1 n ;-1 Tqa;
3. Output 7Y% = Y%, cqiNOM.
Denote the /!-induced matrix norm (maximum absolute column sum) by ||| -||1.
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Assumption 12. (1) |||D|||1 = O(1).

(it) There exists a positive integer N and a positive constant c1s such that
1
—c'1'diag(f(0,))Ddiag(f(0,))c = c12, (51)
n

uniformly for all n = N.

Assumption 12-(i) requires the absolute column norm of D to be O(1). This assumption is
stronger than Assumption 6, as |||D|||2 < |||D|||1, but it is satisfied by many standard designs
(e.g., completely randomized designs, pairwise randomized designs). Note that Assumption
12-(ii) may be violated in some cases. With linear models and a two-arm completely ran-
domized design, the condition may be violated if all the coefficients are zeros, or if the arm-
specific intercepts are non-zero but all pretreatment covariates have very weak correlations
with the potential outcomes.In these cases, the quantity ay, in (49) is either weakly identi-
fied or not identified. The problem is caused by the fact that the first-order design matrix D
for the design nullifies the intercept matrix (i.e., D1 = 0z,«2), and if the covariates have no
predictive power, then f(6,,) will reduce to a model with only arm-specific intercepts.>’

For the No-harm-GR estimators, we recommend that researchers check the eigenval-
ues of %I'Dl. If there are no significantly small eigenvalues and the average potential
outcomes are not believed to be zero, Assumption 12 is likely to be satisfied. We do not rec-
ommend researchers use the No-harm-GR estimator if there is a small eigenvalue in %I’Dl
and the researchers believe the correlations between pretreatment covariates and potential
outcomes are weak.

Theorem 5. Define f1,%)' and 7,%' as in Algorithm 6.2. Further define ay as aj, =

1'diag(y)Ddiag(f(6,)1 ANOHL _ 1 Ryi
rlcdlag(f(gn))Ddxigf(f(ﬂn)(;lc and PO = 1yn ge £o(x;, 0, )+ 1 Zl L 72 Vai — ag f(xi,00)) for

a=1,...,k, where 0, = argmingcg £, (6) and £,(0) lS deﬁned in (44). Under Assumptwns
1, 6, 9, 10, 11 and 12, we have i) Gpc—ape =0 ( ) i) ﬁl,\i%H—ﬁI,\ﬂHL p( =), and iii)
?I;%H_Yn c= p(i)

~NOH,L ~NOH,L ~NOH,L
Define v, . = Za 1Caflnq - The variance of ¥, . can be expressed as

1
Var(ye") = —2c’1’diag(y — a5 f(0,))Ddiag(y — al f(0,))1c.

Define the variance bound Var(f,. ") = -5c'l'diag(y — a5, f(0,))Ddiag(y — a;, f(0,)1c € R,
wzth an Ldentlﬁed variance bound matrix D. The plug-in variance bound estimator

Var r(Photty = L1'diag(y—as £(6,))RD, Rdiag(y — ¢ £ (6,))1 € R is consistent: n(Var()?IﬁH -

Va (?I;f)cH Ly 2 0 If there exists a positive constant c5 such that nVar(y,. ") = csij uniformly
~NOH,L

for large n, then % 21

Var(y, . )

Remark 8. This class of estimators is motivated by Cohen and Fogarty (2020)’s no-harm
estimator for a two-arm completely randomized design. Their estimator is different from

30D1 = 0y, reflects a situation in which the HT estimator has zero variance when the potential outcomes
are exactly the same.
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ours because they use the outputs of QMLE imputations (i.e., f*(x;,0,)) as regressors for an
interacted linear regression model and apply Lin (2013)’s results. In general, one can design
no-harm estimators that are more flexible than the No-harm-GR estimators considered here.
For example, one can define the multiplicative constants separately for each arm or use the
QMLE imputations of arms as regressors, as in Cohen and Fogarty (2020). We will discuss
one class of such estimators in the section below.

Remark 9. It should be noted for linear models (i.e., weighted least estimators), researchers
can inspect the sandwich matrices before the experiments to see whether an estimator
could do harm or not. For example, with two arms and ¢ = (—1,1), the asymptotic vari-
ance of the HT estimator can be written as % y'diag(c'1")Ddiag(c’'1")y and the asymptotic
variance of the inverse-probability weighted WLS estimator can be written as %y’ (ig, —
x(x'x) " 1x) diag(c'1)Dgiag(c’'1 )iz, — x(x'x)"1x')y. If the difference of the two sandwich ma-
trices, (iz, —x(x'x)"1x') diag(c'1")Ddiag(c'1’)(iz, —x(x'x) " 1x') - diag(c'1)Ddiag(c’l’) is pos-
itive semidefinite, then a WLS estimator will do no harm irrespective of the potential outcome
vector y.

6.3 Optimal GR estimators (Opt-GR)

QMLE-GR estimators and No-harm-GR estimators both elicit 8,, from other criteria. In-
stead of requiring 6,, to be the maximizer of a pseudo-likelihood, we can choose 6,, to directly
minimize the implied asymptotic variances. That is, we define

0, = argmin %c’l’diag(y — f(0))Ddiag(y — f(0))1c.3 (52)
The 0, is optimal in the sense that the implied asymptotic variance %c’ 1'diag(y -
f(0,)Ddiag(y — f(0))1c is the smallest when compared with estimators using the same
class of parametric models for adjustments. If we replace the first-order design matrix D
with an identified variance bound D, the implied 6,, will instead minimize the asymptotic
variance bound. It is impossible to construct a sample analog to the criterion above with D
in the middle because some entries in y — f(6,,) are never observed simultaneously. This is
the same problem that is encountered in variance estimation. To estimate 0,,, we can target
the first-order conditions as an alternative. If the minimum is achieved in the interior of the
parameter space O, 6,, will satisfy the first-order condition:

0
0=c'1'diag(y — f(en))Ddiag(£ FON1c,t=1,...,s,%? (53)
t

for which one can posit a sample analog.

31In theory, there is a possibility that even the minimized asymptotic variance may be larger than that
of the HT estimator n—lzc’l’ diag(y)Ddiag(y)lc. This will not happen if the imputation functions can impute
the 0y, vector (i.e., 0, € {f(0)}gco) or if the D matrix nullifies the intercept matrix D1 = 0y, and, for each
arm, the imputation functions can impute the same potential outcomes for each unit. If neither condition is
satisfied and 0 is in the parameter set 0, one can guarantee no harm by shifting the parameter set by f(0) and
define 0,, such that 6, = argmingcg %c/l’diag(y +£(0) - f(6,))Ddiag(y + £(0)— f(O,)1c.

325 is the dimension of the parameter space ©
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Let Q € R¥"*k% 1he a positive semidefinite matrix. We could either have Q =D or Q = D.
A moment estimator for 8,, is constructed from the population moment vector g,(0) € R.
The tth entry of the moment vector g,(0) € R® is

1 0
gn,t(0) = ;c’l’diag‘(y - f(H))Qdiag(ﬁf(H))lc. (54)
¢
Its sample analog ig?3
A 1 4/, 32 /-1 . 0 1 14/ 3 ! . 0
Eni(0) = Zc 1'diag(y) © ]Rleag(gf(G))lc ——c'1'diag(f(9)) leag(ﬁf(B))lc. (55)
t n t

The criterion and its sample analog are
ZLn(0) = gn(0)' gn(0)*", (56)

and )
gn(e) = §n(9)'§n(9) (57)

We now define the Opt-GR estimators formally.

Algorithm 6.3 Opt-GR estimator for y. , = ¢’ %1’ y
Require: Parameter space O, imputation functions f%(-,0), a = 1...,k, a positive semidefi-
nite matrix QQ

1. Define Z,(0) = ,(0)'g,(0) as in (57).
2. Obtain 6, = argmingce 2, 0).

3. Compute a7, for a =1,...,k, where

12 ~ 1 & Ry
A =— 2 FGei0n)+— 3 —=
nlzl n ]

i=1 Tai

Yai — [(x3,0,)).

S

. Output 772?0 = Z§:1 Ca ﬂg?a.

We make the following assumptions:

Assumption 13. Let N be a positive integer. Uniformly for all n = N, the following condi-
tions are satisfied:

(i) Let s be a positive integer. The parameter space © is a compact set in R® with a
nonempty interior.

(it) There exists a 0, and a positive c131 such that, for any € > 0, infyco\B(, ) Ln(0) —
£,0,,) > 013,162. Moreoever, there exists a § such that dist(6,,,Bd(®)) > .

33 Alternatively, one can use ¢'1'diag(y — f(H))’ﬂ_lRQdiag(a%tf(9))lc.
34Note there are s moments for s parameters. Hence, our model is exactly identified.

32



(iti) Q is symmetric, |||Q]|]1 = O(1).

(iv) There exists a positive scalar € such that the smallest absolute eigenvalue of the matrix
dgn(0,) € R°*™° is greater than €, where dg,(0,) is the differential of g, evaluated at
an

Assumption 14. Let 0, be defined in Assumption 13. Let N be a positive integer. Uniformly
for all n = N, the following conditions are satisfied:

(i) (Moments)

(a) (Criterion Moments) For all 0 € O, there exists a Ci41 such that
%Za,i [Yai — f*(x;,0]* < C1q1.
(b) (Derivative Moments) For all 0 € ©, there exists a Cis2 such that

1 0 ra 4 1 0> ra 4
T la, (a_gtf (xi,H)) <Cupgand 3¥,; (mf (xi,Q)) <Cugforallt,u=1,..s.
(it) (Lipschitz Continuity for the Function and its Derivatives) For all a = 1,...,k.

(a) f*(x;,0)is two-times differentiable in 0 for all x;, i =1,...,n.

(b) (Function) For all 01,02 € ©, |f%(x;,02) — fx;,01)| < D, (x;)||102 — O1ll2. There
exists a C14,3 such that %ZW(D‘I‘4 3(xi))2 <Ciags.

(c) (First Derivatives) For all 61,05 € O, Ia%tfa(xi,@z)— a%tfa(xi,eﬂl < DY, ,(x)I02 —
O1ll2 for all k =1,...,s. There exists a C144 such that %Za,i(D‘ﬁ 4(xi))2 <Ci44.

(d) (Second Derivatives) There exists a € such that for all 0 € B(0,,,¢), I%f“(xiﬁ) -
agf;(, f“(xl,ﬁ )| < D‘f4’5(xi)||0 —0ull2 for all t,u =1,...,s. There exists a C145 such
that +¥qi(D%, 5(x:)? < C1y.

(iii) (Taylor Approximations) For all a =1,...,k,

(a) (First-Order Approximation for the Function) There exists an € such that for all
0¢e B(9n,€),, £(xi,0) = [ (xi,0n) = Vo (xi,0,) (6 = 0,)| < DY, 5(x)I16 - 0,113 for all
t= 1y.i(D? B(xi))Q <Ci4p.

(b) (Fzrst-Order Approximation for the First Derivative) There exists an € such that for
all 0 € B(On,€), |39 (xi,0)— g@fa(xi,en)—vg(a%fa(xl,e ))(0—6,)| < D%, (x)I10 -
9n||§ forallt=1,...,s. There exists a C147 such that L T2 l(D14 7(xi))2 =Ci47.

Theorem 6. Define 0,, (35, and 735 as in Algorithm 6.3.  Further deﬁne 0, =

argmingeo £, (0) where £,(0) is defined in (57) and iy 4 = 1 ¥ | f¥(x;,0,)+1 zl ) ”w Yai—

% x;,0,) for a =1,...,k. Under Assumptions 1, 6, 9, 13, and 14, we have i) Qn 6,=0 (\/lﬁ),
~OC,L

i) U — fna _Op(\/—) and iii) 1, yn,c:OP(%).

Define y?lCCL =y 0=1Ca ﬂZCaL. The variance of ??&L can be expressed as
~0C,L 1 14/,32 o
Var(y, /") = ﬁc 1'diag(y — f(6,))Ddiag(y — f(6,))1c.
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Define the variance bound Vér(ﬁf’f) = n—120’ 1'diag(y — f(6,))Ddiag(y — f(0,)1c € R, with

an identified variance bound matrix D. The plug-in variance bound estimator Vér()?,ofc’]“) =

> 1'diag(y - f(6,)RD,Rdiag(y - (9,))1 € R is consistent: n(Var(y,"") - Var(7,.;") Lo If
there exists a positive constant cg such that nVér(ﬁi:L) = cgip uniformly for large n, then
Var(roe) p 4
Var(jooty

Remark 10. Assumption 14 can be checked by a Taylor expansion of the imputation func-
tions coupled with appropriate moment conditions.

We now comment on Assumption 13-(ii) extensively. Identifiability is a very important
assumption here. In general, there can be multiple optimal solutions depending on the
adjustment strategy (Lin (2013),Middleton (2018)). The reason is that some experimental
designs will make the GR estimator invariant to certain parameter choices. To demonstrate
this, consider the setting of a two-arm completely randomized design with one pretreat-
ment covariate. Let 1 denote the treatment arm and 0 denote the control arm, and let n1
and ng denote the number of treated and control units, respectively. Define x = %Zi x;=0
(centered), X1 = n%zl' Rq;x;, and Xo = niozi]ROixi, and note Xxg = —Z—(l)fcl. Suppose we use a
separate-slope linear model to adjust f%(x;, B) = Bo + B1x; and fl(x;, B) = B2 + B3x;. The GR
estimator for the ATE is

1 1 1
(B2 = o)+ = 3_xi(B3— P — | — D_Rui(B2 +x:iB3) — — D Roi(Bo +xip1)

n A ~ n
= 0— %13 + %P1 = —%1(P3+ n_(l)ﬁl)-

We observe that the intercepts By and B2 are canceled and that there are multiple pairs
of (B1,B3) that are equivalent to (81, B3), such as f; =0 and B3 = B3 + Z_(l)ﬁl' For nonlinear
models, the problem is more subtle. For example, for a separate-slope logistic model, we
have the GR estimator

1 3 exp(Pg + B3x:) exp(fo + f1x:)

n 5 \1+exp(fa+ Pax;) 1+exp(Bo+ P1x;)
1 YRy exp(fa + P3x;) N 1 " R exp(fo + f1x;)

(59)

ni5 i1+exp(,32+,53xi) no Ll+exp(/30+/31xi)'

When f; and f3 are distant from 0, the intercepts will have an impact on the estimator.
However, if f; and B3 are close to 0, the intercepts will cancel, as in the linear case. We
note that the identification problem highlighted here is design specific. For example, this
problem will also arise for pairwise randomized designs but not for Bernoulli designs.?® In
general, there are two sources of the weak/non-identification problem. The first is weak/non
identification of arm-specific intercepts. This typically happens when a design has the same
assignment probabilities for all units and the numbers of units in all arms are fixed in all

35Note in a pairwise randomized design, a GR estimator using linear models is also invariant to variables
that have no within pair variation.
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possible random treatment allocations. This is can be checked by inspecting the eigenval-
ues of the matrix %1’ D1. Small eigenvalues correspond to possible weak/non identification
problems for the intercepts. Another source of weak/non identification is that the design
induces co-linearity or cancellation of covariates in different treatment arms. This can be
checked by inspecting the eigenvalues of %xDx. Small eigenvalues correspond to possible
cancellation of covariates among different arms.

To use the Opt-GR estimators, we recommend that researchers inspect the eigenvalues
of %xDx before applying the estimators. If one of the eigenvalues is small, the researcher
may wish to avoid specifying an intercept for the treatment arms or use a model with same-
slope adjustments instead of a model with separate-slope adjustments. As a default, we
recommend that researchers use a same-slope adjustment and choose intercepts with care
by inspecting %1’ D1.

We now compare the three classes of estimators in terms of implementation difficulty
and theoretical performance. The QMLE-GR estimators are the easiest to implement in
practice. The optimization problem is usually convex, and efficient algorithms are widely
available for solving such problems. No-harm GR estimators are also simple to use. They
are based on the QMLE estimates and estimate the additional multiplicative constant in a
straightforward manner. Opt-GR estimators are the theoretically optimal estimators within
the class of models used for adjustment, but for nonlinear models, their implementation
usually requires solving a nonconvex problem.>®

Besides the implementation difficulties, our asymptotic analysis does not inform the
finite-sample performance of the estimators. In general, when |[||D|||2 is large relative to
the sample size, we expect the No-harm GR and Opt-GR estimators to exhibit large finite-
sample variability. We examine their performances in the simulation section with various
LDz yalyes.

n

We end this section by noting that one can hybrid the insights of No-harm GR and Opt-
GR estimators. We introduce here a class of Opt-I GR estimators.?” This class of estimators
is Opt-GR estimators with linear models. Instead of using the full set of covariates, the
linear models have arm-specific intercepts and a single covariate that is imputed by a QMLE
model, for example, an OLS model (Opt-I OLS GR) or a logit model (Opt-I Logit GR).?® We
find this class of estimators has good finite-sample performance in our simulations. We
detail the constructions below. Recall the definition of the intercept matrix 1 in equation (5)
and the stack of imputations f(6) defined before Section 6.

The assumptions, asymptotic theory, and variance-bound estimation procedure for the
Opt-I estimators are similar to those of the No-harm GR estimators. We leave them to
Appendix B due to space constraints.

36For most typical models with arm-specific intercepts, such as linear, logit, and Poisson models, the No-
harm GR estimators are dominated by the Opt-GR estimators in terms of asymptotic variances. This is be-
cause the class of models under consideration does not change after one multiplies the imputation functions
by a constant.

37The letter I stands for "imputed".

38In terms of asymptotic variance, the Opt-GR estimator with a linear model is more efficient compared with
the Opt-I OLS GR estimator because they both use linear models for adjustment. A theoretical comparison
between the Opt-GR estimator with the logit model and Opt-I Logit GR estimator is difficult because two
estimators use different classes of models for adjustment.
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Algorithm 6.4 Opt-I estimator for y. , = ¢’ %1’ y

Require: A vector of QMLE coefficient estimates 6,, from Algorithm 6.1, a column contrast
vector ¢ € R*, imputation functions f%(-,0), a = 1...,k

1. Define X° = diag(c'1l’) [1 f(én)] e Rknx(p+1)
2. Define f = [,31 ...,,Bk”] = (X“DX)*X°DaRdiag(y)lc € R*+!

3. Compute fi,%", fora =1,...,k, where

AOptI

Sll—t
§||—l

3 (e B ot ) ) 3 2 (v 5 0). (60)

4. Output yopt Z’; caﬁ?f;{

7 Examples

In this section, we provide two applications for our results. In Section 7.1, we check As-
sumptions 6 and 9 for a two-arm completely randomized design. Similar strategies can be
employed to check Assumptions 6 and 9 for other designs, such as pairwise randomized
designs, cluster randomization designs with uniform bounded cluster sizes, and stratified
randomization designs with a finite number of strata.?? In Section 7.2, we demonstrate our
framework by considering QMLE-GR, No-harm GR, Opt-GR, and Opt-I GR estimators with
linear and logit models in network experimental designs (Aronow and Samii (2017)).

7.1 Checking Assumption 6, |||D||l; = O(1), and Assumption 9,

Tmax(D ®D)08) = 0(n), for a two-arm completely randomized de-

sign
Table 7.1 and Table 7.1 detail information for checking Assumptions 6 and 9 as well as As-
sumptions 6’ and 9’ in Appendix J. Recall the setup of the design: for a sample of size n, n;
units are randomly selected into the treatment group, and the rest of the n. = n — n; units
are selected into the control group. We assume % —pasn—oo,withO<c<p<C<l1. The
absolute row sum of the matrix |||D|||3 is either Z—z + Z—'; +1+1=0()or 2—? + Z—Z +1+1=0(Q).
Thus, [||D]||2 = O(1). The last column checks Assumption 6'.

To check Assumption 9, we first note that the variance bound being used is the Neyman
bound, for example, see Imbens and Rubin (2015).* We can use the same argument as
above to establish |||]34,| [l = O(1). For the first quantity Omax(D®D)oS), we use Lemma 5.1.
Table 7.1 contains information about the slice indexed by Ry;, i = 1,...,n. For information
about the slice indexed by Ry;, i =1,...,n, one can simply exchange the roles of n; and n. in
Table 7.1. By symmetry, we see 0max((D ® D)o S) = 0(1) using Lemma 5.1. One can also see

39A similar calculation appeared in Middleton (2021b) with multiple errors. We reproduce the calculation
having corrected these errors.

40We check the conditions for the Neyman bound as it is commonly used in practice. One can check the
conditions for the AS bound in the same way.
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Table 7.1:

Entries for D for a two-arm completely randomized design

Partition | Entry Type | Count | Entry Value %Count x(Entry Value)
Dq; Diagonal n e 2e=0(1)
Off-diagonal | n(n-1) ~ D ~5¢=0(1)
D19 or Doj Diagonal 2n -1 -2=0(1)
Off-diagonal | 2n(n-1) 5 2=0(1)
Doo Diagonal n Z—é Z—é=0(1)
Off-diagonal | n(n-1) — oD -2t=0(1)

Note: n is the number of units. n; is the number of units in the treatment
group, and n. is the number of units in the control group. The matrix D
is divided into four block matrices with D,3, a,b = 1,2. The block matrix
D, consists of positions between rows (¢ —1)n +1 and an and columns
(b—1)n+1 and bn. The Entry Type column indicates whether the entries
are diagonal or off-diagonal in the D,; matrix. The Count column counts
the number of entries of each type. The Entry Value column records the
value of the entry of each type.

by symmetry that %II (D®D)oS|l; = O(1), as is required in A9'.

This calculation can be easily generalized to check Assumptions 6, 6/, 9, and 9’ for clus-
ter randomization designs with uniform bounded cluster sizes and stratified randomization
designs with a finite number of strata.
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8¢

Table 7.2: Entries for (DY @ D)o S for a two-arm completely randomized design with a fixed Ry;

DYDY DYDY
. . v . . 12
jkl pattern COV(R1; R, RipRu) En COV(R1;R1j, RorRor) Tk Count 0(1)?
(v111) (v100)
.. 2 2
i=j=k=1 ”n;‘c — 1 Y
i#i, k=l=i _ﬁ __n? n-1 Y
J71, K=1= n?(n—l) (n=Dncn;
k#£i, j=l=i __n’n._ __n? n-1 Y
» J=1= n?(n—l) (n—-1n¢n,
e nznc n?
1761, J—k—l - n?(n—l) (n-Dnn, n-1 Y
s e nen? n?
J_I, k—l _(n—l)n? ntnc(n_l) n'l Y
DR ne(n+ng—1)n? _ n? )
j=k, i=l nan—Dn¥n—17 nene(n—1)2 n-1 Y
S 1 sl ne(n+n;—1n __ n? )
=1, i=k n(ni—Dn2(n—1)2 neno(n-1)2 n-1 Y
.. . 2ncn an _ _
J=1, k21 n3(n—1)n-2) ninen-D(n-2) (n-1)(n-2) Y
o . (ng=2)n(n-1) n? __n - -
k=i, jAl#i e 1] mip - (D@2 | Y
o . (ng=2)n(n-1) n? __n - -
1=, j#k#1 (n—2)n¢(n;-1) 1] n%(n-1)? neng(n—1)>% (n-1)(n-2) Y
N (4n—6)ni(n;—1)—-(4n;—6)n(n-1)  n? (4n—6)n?
iZj#k#1 (n-2)(n-3)ns(n;—1) n?(n—l)2 (n-2)(n-3)n;n.(n—1)=2 (n-1)(n-2)(n-3) Y

Note: This table computes the entries of the tensor (DY @ DV)o S for completely randomized ex-
periments with the Neyman variance bound. WLOG, the ith entry is fixed, and indices j, &, and [
vary. The first column lists all possible (i, j,%,[) patterns. The second column computes the case for

DALY DYDY
COV(R1; Ry, R1xRq1z) ”Z‘n;@l' The third column computes the case for COV(IR1;R1;, RorRoz) ﬂ;;nl}:‘

The fourth column counts the number of such patterns with i fixed. The last column confirms if
the sum ((Jv111] + |v100])) *Count is of the order O(1). Note that with the Neyman bound, patterns
involving COV(R1;Roj, R1Ro;) and COV(R1;R1;,R12Re;) (the off-diagonal block) are multiplied
with zeros, so we do not need to check them here.



7.2 Model Adjustments in Network Experiments

In this section, we examine network experiments proposed in Aronow and Samii (2017)
using our framework. Components of the experimental design include:

¢ A finite population U, with units indexed by i = 1,...,n. Each unit has a trait vector
¢; € 2, (i.e., network connections) and a pretreatment covariate vector x; € R?. Let O,
denote the set of traits.

* An experimental design that randomly selects units into M treatment values. One
realization of the assignment vector has the form Z =(Z4,...,Z,) € {0,...,M — 1}*. The
distribution of the random assignment vector Z, denoted as P(Z), is known. Let 0, c
{0,...,M — 1} denote the set of possible random assignment vectors.

* An exposure mapping that maps the assignment treatment vectors and a unit-
specific trait to an exposure value, F,, : Q, x Z, — A,, where A, denotes the set of
possible exposure values. This map is specified by the researcher depending on the
research questions at hand. A, is usually specified to be a finite set.*!

For one experiment, researchers randomly draw an assignment vector Z and observe the
scalar outcomes {Y;(Z)}?_;. Notice that up to this stage the outcome for unit i has depended
on the entire assignment vector. Consistent estimation under unrestricted interference is
deemed virtually impossible Sivje et al. (2021). One strategy to alleviate the problem is
to restrict the interference patterns using exposure mappings. The potential outcomes are
assumed to be correctly indexed by the exposure value:

Assumption 15. Fori=1,...nand Z,Z2' € Q,, Yi(Z)=Y,;(Z") if F,(Z,&;) = Fp(Z,&). Ay = A
for all n and A is a finite set.

Assumption 15 implies that the exposures are "effective treatments" as defined in Man-
ski (2013). The assumption that A, equals a finite set A is a typical assumption made in the
literature Aronow and Samii (2017). We note that this experimental setup is very general,
and it can be generalized to other settings in which the exposure mappings are not neces-
sarily mediated by a network.

Enumerate the element in A as {1,...,k}. With Assumption 15, one can write the potential
outcomes associated with unit i as (y1;,..., yx;) € R*. The assignment vector associated with
unit i can be written as (Ry;,...,IRz;). This maps the problem back to our framework. Denote
the probability of unit i receiving treatment & as m;(k) and the joint probability of units i
and j receiving treatments k£ and [ as 7;;(k,]). We make two assumptions, as in Aronow
and Samii (2017), that are sufficient for consistent parameter estimation, consistent plug-in
variance bound estimation, and a local-dependence central limit theorem. We need to use
the concept of a dependency graph.*?

41Tn this setup, it is possible that the exposure mappings are misspecified. See Aronow and Samii (2017),
Savje (2021), Savje et al. (2021), and Leung (2022) for a discussion of estimation and inferential theories in
this context. We will proceed as if the exposure mapping is correctly specified. Estimation and inference under
misspecified mappings do not immediately follow from our framework, although generalization is possible
under additional assumptions.

42A dependency graph tailored to our setting is can be described as follows. The dependency graph is a
graph indexed by the random variables in the treatment vector R1,,. Consider two subsets of the random
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Assumption 16. For a positive c16,1 €(0,1), m;(dr) > c16,1 > 0 uniformly in i and in n. For a
positive c162 €(0,1), m;;(k,l) > c162 > 0 uniformly in i and in n whenever m;;(k,l) # 0.

Assumption 17. The dependency graph of the random assignment vector R1,, has bounded
degrees uniformly in n.

These two assumptions are commonly made in the literature. With these two assump-
tions, one can show that the first-order design matrix D and the AS bound matrix have
bounded row norms. D*S has a bounded row norm as well. Furthermore, Assumption 9
is also satisfied by Proposition 6.2 in Aronow and Samii (2017). To make the assumptions
concrete, we provide an example from Section 9 in Aronow and Samii (2017) below.

Example 7. Consider a situation where we observe n units connected in undirected networks.
Each unit i is associated with the trait 0;, which is the ith row vector of the unnormalized
adjacency matrix. The treatment values are {0,1}, and the treatment assignment vector is
denoted as Z € {0,1}" with Z; denoting the treatment assignment of unit i. The exposure
mapping is assumed to be:

d11(Direct+Indirect Exposure): Z;1(Z'6;>0)=1

d1o(Isolated Direct Exposure): Z;I(Z'0;=0)=1
f(Z,Qi): 10 ‘ 1Y i , i . 61)
doi1ndirect Exposure): (1-Z)I(Z'6;>0)=1

doo(No Exposure): (1-Z;)I(Z'0;,=0)=1

The design is assumed to be a Bernoulli with probability % The network degree is bounded
uniformly in n, and there are no isolated nodes.

One can confirm that Assumptions 16 and 17 are satisfied in this setup. The assumption
of bounded degrees is most appropriate, for example, when people form networks mostly
within a community and the number of people in a community is bounded. Situations like
this include schools and villages.*?

Recall that p is the dimension of the pretreatment covariates. We consider the case
of a same-slope adjustment and consider two types of imputation functions: linear models

f%x;,0) =y +x;,3, a =1,...,k and logistic models f%(x;,0) = %, a=1,....,k. For the

QMLE-GR estimator with the linear model, the finite population criterion and the sample
equivalent are

1 kE n . kE n
LrO=—Y, Y Gai~1 ~xPP, LrO=--3 )
i=1

1
a=1:=1 ng=1

R .
al (yai _Ya _x;ﬁ)z’
Tq

i

variables R4 and Rp. If there is no arrow pointing from the variables in set IR 4 to the variables in set Rp and
vice versa, the variables in R4 are jointly independent of the variables in Rp. For a detailed discussion, see
Chen and Shao (2004) and Chen et al. (2011).

43Tn some social network settings, there may exist nodes of very large degrees. This may cause two problems:
1) the assignment probability becomes too small, and/or 2) the dependence between exposure maps becomes
too strong. In these cases, one may wish to restrict the parameters of interest to subgroups (e.g., people with
low degrees) and consider specific exposure mappings for precise estimates (e.g., the sample average treatment
effects condition on the event that all the high-degree nodes are assigned to treatment).
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where 6 = ({ya} 1P € R**P. For the QMLE-GR estimator with the logistic regression
model, they are

E n
Z Z [vai(y® +x;8) —log(1 + exp (y* +x. §))]
a=1i=1

LE0) = -

S|+

and
n

A1 1 &
L.50) = Y Z Z

i=1 Tai

[yai(Ya +x,)—log(1+exp(y® +x;B))],

where 0 = ({y“}a P E R**P. For the Opt-GR estimators, we form the criterion using the
setup in Section 6.3 with 2 = D. We choose the AS bound for a bounding matrix. The plug-in
variance bound estimators are constructed using the formulae in Theorems 4, 5, and 6. For
the Opt-GR estimator with the logistic model, we need more moment assumptions in order
to satisfy Assumption 14-(i)-(b).

Assumption 18 (Bounded 8th moments). For all n and z; € {x1;,...,Xpi},

1 n
=Y 22 <Cig<oo, (62)
ni=1

where C1g is a finite constant.

The following theorems specialize Theorems 4, 5, and 6 in this network experiment set-
ting.

Theorem 7. For linear models:

1. Under Assumptions 1, 2, 16, and 17, Theorem 4 holds for the QMLE-GR estimator. In
addition, under Assumption 12-(ii), Theorem 5 holds for the No-harm-GR estimator,
and, under Assumption 19-(ii), Theorem 8 holds for the Opt-I GR estimator.

2. Under Assumptions 1, 13-(iv), 16, and 17, Theorem 6 holds for the Opt-GR estimator.
For logistic models:

1. Under Assumptions 1, 10-(i), (ii), (vii), 16, 17, and 18, Theorem 4 holds for the QMLE-
GR estimator. In addition, under Assumption 12-(ii), Theorem 5 holds for the No-
harm-GR estimator, and, under Assumption 19-(ii), Theorem 8 holds for the Opt-I GR
estimator.

2. Under Assumptions 1, 13-(i), (ii), (iv), 16, 17, and 18, Theorem 6 holds for the Opt-GR
estimator.

Remark 11. With a CLT under local dependence Chen and Shao (2004), one can construct a
confidence interval using a normal approximation if the asymptotic variance %c’l’ diag(y -
f(0,)Ddiag(y — f(0,)1c is uniformly bounded above and below by positive constants for
large n. That is, there exist positive constants ¢ and C such that the asymptotic variance
is bounded between ¢ and C uniformly for large n. The upper bound is satisfied under our
assumptions. The lower bound is a typical assumption. If the assumption on the lower bound
is violated, the estimator will converge to the true parameter with a faster-than-\/n rate,
and the confidence interval using a normal approximation may not have the asymptotically
correct coverage.
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Remark 12. For the Opt-GR estimators with logit models, the compactness and well-
separation assumptions in A13-(i) is necessary. This is because the gradient of a logit model
contains the factor p(y,} ey liii(p)g:if )ﬁ)' This weight will converge to 0 if y* or an entry in
B escapes to infinity and, as a result, the first-order condition will approach zero. In theory,
such a problem can be solved, for example, by redefining the criterion that does not suffer
from the weighting problem or explicitly regularizing the parameters. We leave it as a next

step to understand the theoretical and practical solutions to this problem.

8 Examples

In this section, we demonstrate the performance of our method. We study a network ex-
periment based on the data in Cai et al. (2015). Section 7.1 describes the background and
the dataset. Section 7.2 uses the first-order design matrix to understand the strengths and
weaknesses of different designs in this setting. Section 7.3 describes our imputation and
simulation procedures. Section 7.4 discusses simulation results.

8.1 Background and Dataset

Cai et al. (2015) studies the influence of social networks on weather insurance adoption. The
paper’s experimental design features two village-level randomizations and two household-
level randomizations. Each village is first randomly assigned to receive insurance price vari-
ations, and villages that do not receive price variations are further randomized to receive
different default buying options. Within each village, households are randomly assigned
to four treatment arms: first-round simple, first-round intensive, second-round simple, and
second-round intensive. Households assigned to the second round are further randomly as-
signed to receive different information about the take-up decisions made by households in
the first round.

The village-level price variation is used to measure the monetary equivalence of social
network effects. The village-level variation of default buying options and the household-
level variation of take-up information are used to study the mechanism of social network
effects. The household-level randomization to different treatment arms is used to measure
the social network effects. Our simulation below builds on the household-level randomiza-
tion to four treatment arms and abstracts away from the other three randomizations. The
experimental design in the paper is a village-level stratified randomization. The computer
code used for randomization in Cai et al. (2015) is not immediately available.** As a re-
sult, we decide to construct the randomization procedures in the simulation according to
our own understanding of the randomization procedures. Any implications we draw from
the simulation results below should not be related to the original paper.

The experiment is carried out in villages in rural China. The unit of the experiment is
a household, which typically consisted of 4 to 5 people. The outcome of interest is whether
insurance take-up occurs, a binary variable, which is observed as households’ individual
purchase decisions at the end of each information session. The treatment variables are

44 A brief description of the randomization procedure is given in footnote 8 of Cai et al. (2015).
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the treatment statuses of households and those of the households that are nominated as
friends. Households’ pretreatment covariate data and their social network data are collected
from surveys. The pretreatment covariates include variables such as demographics, rice
production, income, and experiences with natural disasters. The social network is collected
through friend nominations: a social network survey asked household heads "to list five
close friends, either within or outside the village, with whom they most frequently discussed
rice production or financial issues." For more detailed information, please see Section II-B
of Cai et al. (2015).

We briefly describe here the social networks used in the simulation. The friend nomi-
nation graph is a directed graph with edges pointing from the nominators to the nominees.
The network has 4806 households and 41 disjoint weak components.*® The average outde-
gree is 3.5, and the maximum indegree is 18.%6 We plot the second largest component of
the network in Figure 1.*” The network has clear community structures, as most friendship
ties form within natural villages. We employ the social network and pretreatment covariate
information in the data. There are 12 exposure mappings considered in the paper, which we
include in Table 8.1.48

45A component in a directed graph is called a weak component if it is a connected component in the directed
graph with directed edges replaced by non-directed ones.

46We note that this network is a subset of the complete network in the dataset. In the complete network,
almost all households nominated 5 friends. For our simulation, we dropped households with missing household
size and rice production area information, which are the variables used for stratification. The transformed
network includes 4806 households and an average degree of 3.5. This number is similar to that of the network
used in the analysis in the paper by Cai et al. (2015), as some friend households in the dataset are not assigned
to any treatment arms.

47We have chosen the second largest component because the largest component is too large to fit on a page
to show finer details.

48In Cai et al. (2015), comparing exposures 1 and 2 provides the effect of the intensive information session.
Comparing exposures 1 with 3, 1 with 4, 2 with 8, and 2 with 9 yields information about diffusion not captured
by the friendship network (Column 6 in Table 2 of the paper). Comparing exposures 1, 3, and 4 with exposures
5, 6, and 7 and exposures 2, 8, and 9 with exposures 10, 11, and 12 gives information about social network
effects (Column 5 in Table 2 of the paper).
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Figure 1: The Second Largest Component of the Network in the Simulation

Natural Village

Note: Figure 1 plots the second largest component used in the simulation. Each node represents a household.
Two nodes are connected if one of the pair nominates another as a friend. Natural villages are groups of

households and are the basis of randomization.

Table 8.1: A List of Exposure Mappings Considered in Cai et al. (2015)

Exposure Index Description
1 In FRS
2 In FRI
3 In SRS, with no friends in the first round
4 In SRS, with friends in FRS and no friends in FRI
5 In SRS, with friends in FRI
6 In SRS, with two friends in FRI
7 In SRS, with more than two friends in FRI
8 In SRI, with no friends in the first round
9 In SRI, with friends in FRS and no friends in FRI
10 In SRI, with one friend in FRI
11 In SRI, with two friends in FRI
12 In SRI, with more than two friends in FRI

The abbreviations stand for the treatment arms. FRS: First Round
Simple, FRI: First Round Intensive, SRS: Second Round Simple,
and SRI: Second Round Intensive.
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8.2 Use |||D]||2 to understand different designs

In this section, we compare three designs using our proposed measure |||D|||2 from Section 4.
The purpose of this demonstration is to show how to use the |||D|||2 measure to understand
the relative strengths and weaknesses of various designs. We note that this is not the only
measure researchers might use to understand different experimental designs. There are
other aspects of experimental designs that the measure |||D|||o does not capture, such as
covariate balancing, However, we believe |||D|||2 is a useful value for researchers to examine
to understand their designs.

We consider three experimental designs: 1) a finely stratified natural village-level ran-
domization, 2) a natural village-level randomization, and 3) a Bernoulli design. We label
the three designs as Design A, Design B and Design C, respectively.

The finely stratified natural village-level randomization is inspired by the experimen-
tal design in Cai et al. (2015). We partition households in each natural village into four
groups based on their household sizes and rice production areas. For each natural village,
we calculate the medians of these two variables and classify households into four groups:
LL (below median household sizes and below median rice production areas), LH (below me-
dian household sizes and above median rice production areas), HL (above median household
sizes and below median rice production areas), and HH (above median household sizes and
above median rice production areas). In some villages, there are strata with fewer than
four households. In this case, we merge each stratum with a stratum of the same type from
another village. We choose the other village such that it belongs to the same connected
component of the friendship network as the natural village of the stratum to be merged.
Households in each stratum are then completely randomized to four treatment arms. If the
number of households is not a multiple of four, there are at most three remainder house-
holds. We assign the first remainder household to Second Round Intensive, the second
remainder household (f it exists) to Second Round Simple, and the third household (if it
exists) to First Round Intensive.

For the natural village-level randomization, we first merge two villages with fewer than
10 people each with one other village. With each natural Village we randomly assign house-
holds to four arms with proportions of - io in FRS, 0 in FRI, £ 1n SRS, and £ in SRI. Prac-
tically, we repeat the vector (4,3,2,1,4,3,4,3,4,3) for each V1llage When the number of
households is not a multiple of 10, we start from the left of the vector until the remaining
households are exhausted.

For Bernoulli designs, we randomly assign households to four treatment arms with prob-
ability (1/4,1/4,1/4,1/4).

Table 8.2 below documents the |||D|||o measure for comparing exposure 1 with exposures
2-7 Wlth the three different designs.*’ One might suspect that the diagonal entries (i.e.,
Var( Ry L)) mainly contribute to the value [||D|||2. To see whether this is true, we report in
Table 3.3 the largest eigenvalues but with the diagonal entries set to zero. We denote these
alternative measures as |||D°||o.

491 general, for each experimental design, there are 12 x 11 [[|D|||2 values to compute when comparing
effects between two arms. For exposition purposes, we only include 6 such measures for simplicity.
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Table 8.2: Comparing |||D|||o for different designs

Design A | Design B | Design C
Exposures 1vs2 7.33 13.17 4.03
Exposures 1vs3 ['s) 41.73 341.90
Exposures 1vs4 65.52 48.76 37.32
Exposures 1vs5 27.16 41.66 21.50
Exposures 1vs6 00 00 81.07
Exposures 1vs7 fe's) fo's) 384.91

This table reports the largest eigenvalues of the first-
order design matrices for comparing effects between
exposure 1 and other exposures under various designs.

Table 8.3: Comparing |||D?°|||2 for different designs

Design A | Design B | Design C
Exposures 1vs2 6.00 11.01 1.03
Exposures 1vs3 ['s) 24.63 191.48
Exposures 1vs4 30.09 28.86 19.90
Exposures 1vs5 8.65 19.01 6.99
Exposures 1vs6 (') 00 19.49
Exposures 1vs7 00 00 134.40

This table reports the largest eigenvalues of the first-
order design matrices (with diagonal entries set to 0)
for comparing effects between exposure 1 and other ex-
posures under various designs.

Each entry in the table documents the |[|D]||g value for comparing exposure 1 with another
exposure under one of the three experimental designs. We first notice that there are 5 co
signs in the table. These oco signs correspond to cases where some units have 0 assign-
ment probabilities to some exposures. For example, for exposure 6 in the finely stratified
design, 37 people have 0 assignment probabilities and 80 people have assignment probabil-
ities smaller than 0.01. For exposure 3 in the finely stratified design, 37 people have 0 as-
signment probabilities and 1019 people have assignment probabilities smaller than 0.01.5°
The 0 and small probabilities are caused by small strata: if a unit and its friends are all in
a small stratum, then the unit may never experience some exposure states. For example,
if a unit and its 5 friends constitute a stratum and at least one unit is assigned to the first
round, then the unit will never experience a state where none of its friends are in the first
round.

Secondly, we observe that the [[|D?]||g values in Table 8.3 are roughly half the size of their
counterparts in Table 8.2. This demonstrates both the diagonal and off-diagonal elements
contribute to in the |||D]||o values.

50For exposure 7 in the finely stratified design, 184 people have 0 assignment probabilities and 1847 people
have probabilities smaller than 0.01. For exposure 6 in the stratified design, 32 people have 0 assignment
probabilities and 935 people have probabilities smaller than 0.01. For exposure 7 in the village stratified
design, 724 people have 0 assignment probabilities and 3820 people have probabilities smaller than 0.01.
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Finally, looking at the columns for the Bernoulli design, we know that estimating the
difference of effects between exposure 3 and exposure 1 and the difference of effects between
exposure 7 and exposure 1 could be difficult. This is intuitive because the event that none
of the 3~5 friends of a unit are assigned to the first round and the event that more than 2 of
a unit’s friends are assigned to the first round intensive session both have a low probability.
In consequence, we will not have enough samples to accurately measure these effects.

8.3 Simulation Design

We report simulation results for comparisons of exposures 1 and 2, exposures 1 and 3, ex-
posures 1 and 4 with the Bernoulli design, exposures 1 and 4 with the finely stratified
village-level randomization, and exposures 1 and 4 with the natural village-level random-
ization. We choose to report results for comparing exposures 1 and 2, exposures 1 and 3, and
exposures 1 and 4 with the Bernoulli design to examine the performance of our estimators
across different values of |||D|||o. We choose to report results for comparing exposures 1 and
4 with three different designs to examine the performance of our estimators across different
designs with approximately similar |||D|||2 values.

For each comparison of two exposures, we impute the potential outcomes in two ways®’.
In the first simulation scenario, we impute the potential outcomes using a logistic model
YVai = HBq + x: B > €}, €; ~ Logistic(0,1) with exposure-specific intercepts and the same slope
across all arms.’” The pretreatment covariates we use in the simulation are household
head gender, household head age, household size, area of rice production, risk aversion,
perceived disaster probability of next year, and household head literacy.’® In this sce-
nario and barring finite-sample issues, QMLE-GR, No-harm-GR, Opt-GR, and Opt-I GR
estimators are expected to work similarly well and show improvement over the base-
line HT estimator. In the second simulation scenario, we impute the potential outcomes
such that the Opt-GR estimators will have a large efficiency gain over the QMLE-GR
estimators. Specifically, for each pair of average potential outcomes, e.g. exposure 1
and exposure 3, we take the sum of the first 5 eigenvectors corresponding to the largest
eigenvalue of the matrix (ig, — x(x'x)"1x')diag(c’'1)D 3diag(c'1)(is, — x(x'x)"1x’) — (ig,, —
x(x'Dx)~'x'Y diag(c’'1)Ddiag(c'1")(is, — x(x'Dx)"1x’), add 0.5 onto each entry and round
them to the nearest integer.’* This scenario is used to demonstrate the performance of the
No-harm GR, Opt-GR, and Opt-I GR estimators. More details for data constructions, impu-
tations, and implementations can be found in Appendix H. We refer to the first simulation
scenario as Sim-Impute and the second simulation scenario Sim-Optimal.5®

51We only impute one set of potential comes when comparing exposures 1 and 2 in Design A. Design A with
exposures 1 and 2 is a simple Bernoulli design such that the estimators have the same expected performance
with the two types of imputation strategies discussed below.

52We fix one realization of the shock vector (¢1)7_, throughout our simulations.

53The coefficient values are taken from the estimation result of Table 1 Column 2 Cai et al. (2015).

54With ¢ = (-1,1), %y’(ign —x(x'x)"1x') diag(c'1")Di3diag(c’1')(iz, —x(x'x) %)y is the asymptotic variance
of the WLS estimator for comparing exposures 1 and 3, and % y'(ig, —x(x'x)"1x') diag(c'1)D13diag(c'1’)(ig, —
x(x'x)"1x')y is the asymptotic variance of the Opt-GR estimator with a linear model. Our choices of the
potential-outcome vector make the efficiency gain from using the Opt-GR estimator large.

55In conclusion, we compare 9 sets of simulations (5 exposure comparisons and each with 2 datasets and 1
exposure comparison with 1 dataset).
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We compare the following 11 estimators:
1. Horvitz-Thompson estimator (HT),
2. Hajek estimator (HA),
3. OLS estimator (OLS),
4. WLS estimator with inverse probability weighting (WLS),
5. No-harm estimator using the imputations of the WLS estimator (NH WLS),
6. QMLE-GR estimator with a logit model (Logit),?®
7. No-harm estimator using the imputations of a logit model (NH Logit),
8. Opt-GR estimator with a linear model (Opt Linear),
9. Opt-GR estimator with a logit model (Opt Logit),
10. Opt-I GR estimator with imputations using an OLS model (Opt-I OLS),
11. Opt-I GR estimator with imputations using a logit model (Opt-I Logit).

All adjustment models have a separate intercept for each arm and the same coefficients on
the covariates (non-interacted models).

8.4 Simulation Results

We report simulation results for comparing 1) exposures 1 and 4 in Design A, Scenario
Sim-Impute, 2) exposures 1 and 4 in Design A, Scenario Sim-Optimal, 3) exposures 1 and
3 in Design C, Scenario Sim-Impute, and 4) exposures 1 and 3 in Design C, Scenario Sim-
Optimal. Simulation results for other comparisons and designs are reported in Appendix
1.57

We note three points from these simulation results. Firstly, when one compares across
all tables, the variances of estimators increase as |||D|||2 increases. The increase is visible by
comparing, for example, the variances of the WLS estimators in Table 8.4 and Table 8.6.5%
However, this increase is not necessarily linear as a function of |||D|||2 since the measure
[[|D]]|2 considers only the worst case scenario, as discussed at the end of Section 4.1.

Secondly, the Opt-GR estimators (Opt Linear and Opt Logit) bring variance reductions
but also face bias-variance trade-offs in the finite sample. For example, in Table 8.5, the
Opt-GR linear estimator has a variance around 26% percent lower than that of the WLS

56We set wg; = q; Where wg; is defined in equation (44). This is to mimic the exercise where researchers
estimate a logit model without any weighting.

57We say two villages are connected if one household from one village nominates a household from the other
village as a friend. The use of normal critical value for inference in Design A and Design B is justified by the
local dependence CLT Chen and Shao (2004). We consider the setup where all natural villages have bounded
sizes and each natural village is connected to a finite number of other natural villages.

58The two simulation scenarios use the same set of potential outcomes.
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estimator. However, the Opt-GR estimators also incur a finite sample bias. The perfor-
mance of the Opt-GR estimators deteriorate as |||D]|| gets larger, as can be seen in Table
A.5. This phenomenon happens because the case considered in Table A.5 is a case where
the imputations are weighted by small assignment probabilities. As a consequence, the bias
and variance in the estimated coefficients are magnified, especially when the imputation
functions are linear and contain multiple covariates.

Thirdly, in our simulations, the Opt-I OLS and Opt-I Logit estimators perform reason-
ably well in all cases. The Opt-I OLS and Opt-I Logit estimators are less efficient compared
with the Opt Linear and Opt Logit estimators in terms of theoretical asymptotic variance,
but the loss of efficiency appears to be small and the Opt-I OLS and Opt-I Logit estimators
have better finite sample performance. Taken together and based on our simulation results,
we consider the Opt-I OLS and Opt-I Logit as viable alternatives for Opt Linear and Opt
Logit in many practical settings.

49



Table 8.4: Simulation Results for Comparing Exposures 1 and 4 in Design A and Scenario Sim-Impute, ”'D% =0.12

gr | HA | oLs | wis | N | Logit | N | Q¢ | OC | Opt-l | Opt-1

(WLS) (Logit) (Linear) (Logit) (OLS) (Logit)

Bias® x N 0.00 | 0.00 | 0.01 | 0.00 | 0.01 | 0.00 | 0.01| 042 0.36| 0.04| 0.04

Variance x N 649 | 439 | 412 | 441|439 | 441 | 439 | 440 | 436 | 4.37| 4.37

Mean Squared Error x N 6.49 | 4.39 | 4.13 | 4.41 | 440 | 4.41 | 440 | 483 | 472 | 4.41| 4.40
Estimated Variance Bound x N | 7.51 | 5.21 | 4.89 | 5.13 | 5.14 | 5.13 | 5.19| 5.21| 526 | 521 | 5.21
95% Normal CI Coverage 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 095 | 0.95| 0.96| 0.96
Theoretical Asy. Variance x N 653 | 4.44 | 415 | 4.44 | 444 | 444 | 444 | 444 | 444 | 444 | 444
Theoretical Asy. Variance Bound x N | 7.50 | 5.22 | 4.94 | 522 | 522 | 523 | 523 | 522 | 522 | 522 | 5.22

09

Table 8.4 reports simulation results for comparing exposures 1 and 4 in Design A in the Sim-Impute scenario. N=4509 is
the sample size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek
estimator, OLS refers to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least
square estimator, NH (WLS) refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the
QMLE estimator with a logit model, NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC
(Linear) refers to the Opt-GR estimator with a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model,
Opt-I OLS refers to the Opt-I GR estimator with an OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit
model.

The row Bias® x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports
the variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the
estimators, multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the
variance bound estimators, multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage
rates of nominal 95 percent confidence intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The
row True Asy. Variance Bound reports the theoretical asymptotic variance bounds.



Table 8.5: Simulation Results for Comparing Exposures 1 and 4 in Design A and Scenario Sim-Optimal, Dl — .19

7 =

0T | HA | OLS | WLS | N | Logit | NV | OC | OC | Opt-l | Opt-1

(WLS) (Logit) (Linear) (Logit) (OLS) (Logit)

Bias® x N 0.00 | 0.00 | 0.04 | 0.00 | 0.02| 0.00| 0.01| 069 052 | 0.05| 0.05

Variance x N 947 | 524 | 743 | 5.69 | 568 | 827|750 | 458 | 424 | 4.16| 4.13

Mean Squared Error x N 947 | 524 | 746 | 569|570 | 827|751 | 527 | 477 | 421 | 4.18
Estimated Variance Bound x N | 10.62 | 6.20 | 8.16 | 6.44 | 6.45 | 6.46 | 852 | 5.09 | 507 | 5.22| 5.15
95% Normal CI Coverage 0.96 | 0.97 | 0.96 | 096|096 | 092 096 | 095|096 | 097 | 097
Theoretical Asy. Variancex N 9.21 | 514 | 7.26 | 5.45 | 5.45 | 8.36 | 7.48| 3.88| 3.68| 3.89| 3.73
Theoretical Asy. Variance Bound x N | 10.62 | 6.23 | 8.19 | 6.53 | 6.52 | 9.38 | 857 | 5.15| 5.00 | 5.49 | 5.03
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Table 8.5 reports simulation results for comparing exposures 1 and 4 in Design A in the Sim-Optimal scenario. N=4509 is
the sample size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek
estimator, OLS refers to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least
square estimator, NH (WLS) refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the
QMLE estimator with a logit model, NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC
(Linear) refers to the Opt-GR estimator with a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model,
Opt-I OLS refers to the Opt-I GR estimator with an OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit
model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports the
variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the estimators,
multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the variance bound
estimators, multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage rates of nominal
95 percent confidence intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The row True Asy.
Variance Bound reports the theoretical asymptotic variance bounds.
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Table 8.6: Simulation Results for Comparing Exposures 1 and 3 in Design C and Scenario Sim-Impute, ”ID% =0.27

HT | HA| OLS | WLS | N | Logit | N | OC | OC | Opt-I] Optl

(WLS) (Logit) (Linear) (Logit) (OLS) (Logit)

BiasZ x N 0.00 | 0.01| 033] 001| 077 0.01| 0691988 | 1451 | 1.88| 1.89

Variance x N 32.05 | 16.50 | 8.76 | 16.48 | 17.16 | 16.52 | 16.83 | 22.96 | 20.02 | 17.34 | 17.38

Mean Squared Error x N 32.05 | 16.51 | 9.09 | 16.48 | 17.93 | 16.53 | 17.51 | 42.84 | 34.53 | 19.22 | 19.28
Estimated Variance Bound x N | 35.63 | 16.95 | 10.16 | 15.25 | 16.25 | 15.22 | 17.68 | 18.80 | 28.20 | 18.07 | 18.08
95% Normal CI Coverage 094 | 093] 095| 092| 092 093] 093] 0.80| 090| 092 | 0.92
Theoretical Asy. Variance x N 31.57 | 16.12 | 859 | 16.11 | 16.11 | 16.15 | 16.14 | 16.10 | 16.10 | 16.11 | 16.11
Theoretical Asy. Variance Bound x N | 35.66 | 17.64 | 10.34 | 17.64 | 17.64 | 17.68 | 17.66 | 17.63 | 17.63 | 17.64 | 17.64

Table 8.6 reports simulation results for comparing exposures 1 and 3 in Design C in the Sim-Impute scenario. N=4509 is the sample
size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek estimator, OLS refers
to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least square estimator, NH (WLS)
refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the QMLE estimator with a logit model,
NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC (Linear) refers to the Opt-GR estimator with
a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model, Opt-I OLS refers to the Opt-I GR estimator with an
OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports the
variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the estimators,
multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the variance bound estimators,
multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage rates of nominal 95 percent confidence
intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The row True Asy. Variance Bound reports the
theoretical asymptotic variance bounds.
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Table 8.7: Simulation Results for Comparing Exposures 1 and 3 in Design C and Scenario Sim-Optimal, '“D% =0.27

HT | HA| OLS | WLS | N | Logit | N | ©OC | OC | Opt-l| Opt

(WLS) (Logit) (Linear) (Logit) (OLS) (Logit)

Bias® x N 0.01| 000 |21.86| 0.18| 090 | 0.01| 0.35 ]| 38.87 | 17.04 | 5.15 | 4.77

Variance x N 62.49 | 19.81 | 13.07 | 27.49 | 28.89 | 49.03 | 41.95 | 34.62 | 27.88 | 20.44 | 20.40

Mean Squared Error x N 62.50 | 19.81 | 34.93 | 27.67 | 29.79 | 49.04 | 42.30 | 73.50 | 44.93 | 25.59 | 25.17
Estimated Variance Bound x N | 71.40 | 21.35 | 14.66 | 25.55 | 27.70 | 49.38 | 48.15 | 16.95 | 21.15 | 23.57 | 22.99
95% Normal CI Coverage 095| 094| 077 | 092| 092 | 089 | 094| 068 | 0.78| 0.94| 0.94
Theoretical Asy. Variance x N 60.71 | 19.59 | 13.05 | 26.46 | 26.30 | 50.32 | 44.56 | 12.99 | 11.73 | 13.09 | 12.81
Theoretical Asy. Variance Bound x N | 71.10 | 22.50 | 15.17 | 29.89 | 29.74 | 55.41 | 50.20 | 15.16 | 13.71 | 15.47 | 15.11

Table 8.7 reports simulation results for comparing exposures 1 and 3 in Design C in the Sim-Optimal scenario. N=4509 is the sample
size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek estimator, OLS refers
to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least square estimator, NH (WLS)
refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the QMLE estimator with a logit model,
NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC (Linear) refers to the Opt-GR estimator with
a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model, Opt-I OLS refers to the Opt-I GR estimator with an
OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports the
variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the estimators,
multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the variance bound estimators,
multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage rates of nominal 95 percent confidence
intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The row True Asy. Variance Bound reports the
theoretical asymptotic variance bounds.



Online Appendix

A Additional Results in Section 4

We prove Lemma 4.1 (here as Lemma A.1).

Lemma A.1. Under Assumption 3, the WLS estimator with W™ = [iz |04, | (%' me) x'm
is equivalent to a completely imputed estimator with Q) =0pxp, and P =x (x m]Rx) x'm.

Proof. First notice the Completely Imputed estimator with Q = 0.4z, and P
x (x'mRx)" x'm can be written as

5 =WRy = (1'1) 's(x*mRx) "'x'mRy = (1'1) 1'x6"* = (1'1)1'y

Note by Assumption 3, we have %l’x = [izl0zxp] € R¥**+P) Thus 5% = %l’x pVLS

n

[i£10%x,] BV = A¥1S, where 'S is WLS estimator. This proves Lemma A.1.

B Additional Results in Section 6

This section contains additional results for the Opt-I estimators.  Define X°¢ =
diag(c'1)[1 f(6,)] e R¥**@P*D) and X1 =[1 f(6,)] e RF?*P+D,

Assumption 19. (1) |||D|||;: = O0).

(it) There exists a positive integer N and a positive constant ci9 such that
1
;(Xc)'DXC =c1914.1, (63)

uniformly for all n = N.

A Opt-I Opt 1

Theorem 8. Define fi,,, and y,. as in Algorithm 6.3. Further define f as f =
[ﬁl,..-’ﬁk+1] _ ((XC)/DXC) XCDy and ﬁﬁ";” 1 lyn 1(ﬁa+,3k+1fa(x;,9 )+ 1 lyn nm(ym
B — BEHLFA(x;,0,)) for a = 1,...,k, where 0, argmlngeg,,% 0) and %L, (0) is defined in (44).
UnderAssumptzonsZ 6,9, 10 11 and 19, we have i) f—p = O, (= ) i) ﬁ?f;I ﬂ?f;” p(\/_)
and iii) y )/n —)/n c=0 (7)

~Opt-I,L A Opt-I,L ~Opt-I,L
Define 7"’ =y e_1Caflng - The variance of 7, "~ can be expressed as

Var (AOP”L)_— '1'diag(y - X' f)Ddiag(y - X°*'f)1c.

Define the variance bound Var(f, ;") = 2;¢'1'diag(y — X°*' f)Ddiag(y - X" f)1c € R, with
an identified variance bound matrix D. The plug-in variance-bound estimator Vér(??f;‘ Yy =
51'diag(y—X°"'p)RD, Rdiag(y—X°"'))1 € R is consistent: n(Var(y," ") Var(y,":")) 2

0. If there exists a positive constant cg such that nVér(T/gpéIL) > cgiy, uniformly for large n,

Opt LL
Var( ) p
then Y,

Var & g’%tIL)



C Auxiliary Lemmas

This section proves several auxiliary lemmas instrumental in the proofs below. Note As-
sumptions 1’, 6’ and 9 are stated in Section J.

Lemma C.1 (Well-behaved WLS Design Matrix). Under Assumption 2 and Assumption
5, there exists a N such that for all n = N, %x’mnx e R&+P)x(k+p) s invertible. Moreover,
Amin(%x'mnx) is bounded away from 0 uniformly for n = N.
Proof. Let M be the limiting matrix in Assumption 2 and set a € < w By Assumption 2,
there exists a N such that for alln = N, ||%X,X—M||2 <e. We have IAmin(%x’x)— Amin(M)| <€
by Theorem 6.3.8 in Horn and Johnson (2012). This implies /lmin(%x’x) > M for all
n=N.

Since m and 7 are positive diagonal matrices, %x’ mrx € REP*XE+D) jg g positive
semidefinte matrix. We only need to check its smallest eigenvalue. For any ¢ € R¥*?

CSAmin(M)

1 1 1
' —x'maxt > 05;||xt||% =c5 ¥ (t’;x'xt) > ||t||§ >0

n

where cj5 is the constant from Assumption 5. This inequality holds for all n = N, proving the
statement. 0

Lemma C.2 (Bounded WLS Coefficients). Let b) " = (xmax)"(xmmy). Under Assumptions
1, 2 and 5, or Assumptions 1', 2 and 5, ||b)*||2 = O(1)

Proof. We showed in Lemma C.1 that x'mx is invertible for large n, so we shall assume
bWS = (xmsrx) 1(xmzy). For a ¢ >0 and n large,

1 2 1 ! !
[l=xmry|ly =— ymaxxmry
n n
1 1
< Amax(=X'%) x =|[mmy|l3
n n (64)
1 / 2 1 2
< Amax(—X'x) x C5_||y||2
n n

1
< (Amax(M) +€) x cé;nyné < oo,

where C5 is the constant from Assumption 5. For the last inequality we used Assumption 2
to bound /lmax(%x’ x), and Assumption 1 (or Assumption 1') to bound %II yllg. Then,

/ 1 1
bV pVIS = (Zxmry) (=xmax) H(—xmax) (—xmsy)
n n n n
1 1
1 x || =xmy|l3 = O(1)
)Lm. (=x'mnx) n
mn
by Lemma C.1 and (64). O

Let z, € R*". We define the HT estimator:
A 1
"= -17"1Rz, e R
n
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Lemma C.3 (Rate of the HT Estimators). If 1||z,112 = 0(1), nV(5%7T) = O(||/D|ll2).

Proof. Notice we can write:
SHT 1 /-1 . 1 /.3e -1
0" =—1x "Rdiag(z,)1,, = —1'diag(z,)x” "R1,,
n n
We have for any ¢ € R*
. 1 1
nV('6"") = nt' =1'diag(z,)Var(x ' R1,,)diag(z,)1t —
n n
1 1 1
= ;(t’l’diag(zn))D(diag(zn)lt) < |||D|||z;IIt’l’diag(zn)H% < |||D|||2;t’l’diag(zn)diag(zn)lt
1 . . 1 . .
< I||D|||2||t||§;/lmax(]-/dlag(zn)dlag(zn)l) < |IID||IzlItII%;Tr(l’dlag(zn)dlag(zn)l)
1
= |||D|||2||t||§;||zn||§ = [1£1I511IDI]l2 x O(1).

where the last line holds by our assumption on %Ilznllg. We conclude the largest eigen-
value of the positive semi-definite matrix V(6T) is of order O('”D%). IRV (65| <
VE|[RV (65|l = O(|||D]||2), proving the statement. 0

Lemma CA4. If ||z,lle0 = O(1) for all n, nV(657) = O(1||DI|1)
Proof. Notice we can write:
SHT 1 /-1 . 1 I qe -1
0" = ;1 x "Rdiag(z,)1,, = —1'diag(z,)x "R1,,
n
We have for any ¢ € R*
A 1 1
nV(#'6™) = nt' =1'diag(z,)Var(x 'R1,,)diag(z,)1—t
n n
1 1 1
= —(¢'1'diag(z,))D(diag(z,)1?) < =|[DI|; x [[£'1'diag(z,)II3, < =Dy x [[£lIZ, x kllz,]12,
n n n
1
= —IIDIjx x I£]l3 x O(1)
where the first and second inequality is algebraic and the last line holds by our assumption

on ||z, |leo. We conclude the largest eigenvalue of the positive semi-definite matrix V(6HT) is

1 ~ ~
of order O(%D”l). IRV (6™)||2 < VE|InV (6™)]||2 = O(%IIDIIl), proving the statement. O

Lemma C.5. Under Assumptions 1, 2 and 5, and if Hll)% =o0(1),

. 1Dl
anS_bgLS:Op( , )
1
Under Assumptions 1', 2, and 5 and if %Dlll =o0(1),

1
~ /1D
b\rleLs _ b\ryLS — Op( n . 1)'
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Proof. We prove the first claim. The second one is proved analogously. We first show the
"numerator" vector x 'mRy is y/ ””2”'2 -consistent for 1 x miry.
Notice 1x’ Ry is an unbiased estimator for »x'y. We only need to show that the vari-

ance is of the order O( |||D|”2) Let x; be the column vector created from the ith column of x.
Then the ith element of - 1 X 'mIRy can be written,

1 1 1 1
{=xmRy}; =—x'mRy = —1, diag(x;)mRy = —1, Rmdiag(x;)y
n n n n
1 1
=1, =17 'Ramdiag(x,)y = 1,=1'7 "Ram(x; 0 y)
n n

Under Assumption 1, we have

1 2_m2 L 22 (L a1
zllﬂm(XiOy)llnggX;II(XiOy)IIQSCg ;leill4>< ;Ilyll4<oo,

where the first inequality is by Assumption 5 and the second line is by the Cauchy-Schwartz

inequality and Assumption 1. Thus by Lemma C.3, we prove the ”IDHlQ

DIl ||
n

consistency of the

numerator vector. Thus we have xmRy - —xmztyllz =0,(1)
Similarly, the (i, j) element of the WLS "denominator" matrix, can be written as:

1 1
{—x’m]Rx}ij :1,'e — lln_anm(xi oX;).
n n

Following the same argument as above, we can show lx’mIRx is \/”ll)%-consistent for

1 x'max. Note by using the Frobenius norm and the Weyl s inequality, the smallest eigen-

value of 1 oX 'mRx converges to the smallest eigenvalue of 1 X 'max in probability. Thus for a
small O < €< 2/lmm(nx’mjtx) and with Lemma C.1, P(/lmm(nx mRx) >¢) — 1. Thus we have

1Pl |j(Lx'mRx)* - (2xmax) |z = 0,(1).
Finally note the algebraic decomposition that for A, A € R¥1*%2 and B, B € Rk2*ks

AB-AB=(A-A)YB-B)+(A-A)B+AB-B),

Let A = (%x’m]Rx)*, B= %x’m]Ry, = SXMITX)” land B= —mety, we have:

11DIll2
n

163 ~ 311 = 0,(1)

O]

Lemma C.6. Consider a sequence of symmetric matrices A 2 €RF® n =1 2. and a symmet-

ric matrix A, € R®*_If for every t e R®, ' At —t' Apt 20, then A, — A, 2 0p .

Proof Using the standard basis vectors in R*, one can show the difference in diagonal en-
tries converges in probability to O zero. Then looking at all the two-by-two principal minors,
one can show the off diagonal entries converge in probability to 0 as well. O
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) . ) ~ 0 1
Remark 13. Lemma C.6 is not true for asymmetric matrices. For example, A, = [_ 1 0]

0 O

o ol t'A,t=t'A,t=0 forall t € R2

andﬁn: [

We now state a tensor inequality. Consider a fourth-order n-dimensional tensor. We
denote it as A =[a;jz;] € R**"*"*". We shall understand it as a multi-linear function:

AR xR"xR"xR"—R

where for x,y,z,a e R",

n

n n n
Aw,x,y,2)=)Y ) Y > a;jrwixjyrzi (65)
i=1j=1k=11=1

Consider the following maximization problem:

max A(w,x,y,z)
w,x,y,2

n n
subject to ZW?:Z:}C?:Z"Y?:ZZ?:I

1=1 i=1 1=1 =1

We denote its optimal value as 0 2x(A). This optimal value exists because we are optimizing
a continuous function on a compact set. Note further the problem

max [A(w,x,y,z)|
w,x’y7z

n n n n
subject to Y wi=) xf=Y yt=)2t=1
i=1 i=1 i=1 i=1

has the same solution as the problem above because we can always take the negative of one
of the vectors.
Note for any vector w,x,y,z € R", we have:
w x y z
llwlls Nxlls” ylla 12114

A(w, x,y,2)| = llwll4llxllalyll4] 2114 AC )= oAllwllallxllallyllallzll4

The following lemma bounds oy.x(A). We define quantities:

n

M=
M=

[|Al|-; = max la; il
A .

j=1k

Il
—
o~
Il
—

and analogously,
n

n n

IAll-j=max} > > lail
J  i=1k=11=1

and similarly for ||A||_z and ||Al||_;. We define:

|Alloo = max{||All-, [|A[l-j, [|All-¢, [|All -z}
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Lemma C.7. Consider a fourth-order n—dimensional tensor A= [a; ;] € R*"*"*",
Omax(A) < ||Alleo

Proof. First note if a;;,; = 0 for all i jk[ indices, this inequality is trivially satisfied. Thus we
assume there exists at least one a;;; # 0 for an i jk/ index.

We observe that the objective function (65) is continuous and the feasible set is compact,
so at least one optimal solution exists. Moreover, 0 is not in the feasible set. As a result,
we conclude that a solution for the optimization problem exists and the local independence
constraint qualification is satisfied at each solution (Nocedal and Wright (2006), P320). Let
{w*,x*,y*,z*} c R" denote one of the optimal solutions. For the vector w*, the KKT condi-
tion states that there exists a 1, such that

0
A(w*,x*,y*,z"‘)—ﬂtzjélw;"3 =0, foralli=1,...,n
6wi

We have

6 * * * * LR * Kk %
G AWy 2 ):j; leiaijklxjykzl

™
~

We further have

n n
4Y wiAiwr®) =
i=1 i=1

n n n n
’ *>y*72*): Z Z Z Zal_]klw;kx;y}tz; :A(w*7x*7y*>2*)7
i=1j=1k=11=1
Given the constraint Z;‘:l(w;")‘L =1, we have the following equality:
* 1 * k * k
Aw = ZA(w ’x )y 72 )
Now notice:

n n n
42, llw* || =42, maxlw 3 —max Z ZZ z]klx ¥p2; |

||M:

n n
Y Z la; jral} % 112 oo X 117 * oo % 112 *1loo
1k=11l=

<IIAII x [t loo ¥ 11" oo X 112 Iloos

Notice a similar argument also works for x* and y* and z*, and 1, = Ay = A) = 1] =
%A(w*,x*,y*,z*). Define A* = %A(w*,x*,y*,z*). We have the following four equations:

3

AV w115 = HAlloo * 112 oo X 113" lloo X 112" loo
3

AL 12115 = Alloo X 1w Mo X 11y lloo X 112" lloo
3

ALy " s < NAlloo X 110 oo X ™ lloo % 112" lloo

AN 12112, = Ao X 1w oo X 112* [loo * 113 * oo
Define v* = max{||w™ oo, [1£* lloos 1Y *loo, 112 *|lco}, We have the inequality:
A0 x (0*)? < [|Alloo x (v*)?
Since v* # 0, We then have the inequality A(w*,x*,y*,z2*) = 41" < [|A]|co. O
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Denote IIzIIj =2 z?j, llzll1 = X; j1zijl and ||z|lc = max; j|z;;| for a matrix z. For a fourth-
order tensor A = [aijkl]ijkl’ define [|All1 = X iz l@ijnil

Lemma C.8 (Infeasible variance estimation). Let D be a valid variance bound matrix, and
D, be the inverse probability weighted version of the bounding matrix D. Let Q denote the

fourth-order tensor (DQD) oS, as defined in Section 5.3. Let z € Rk,
Consider the estimator:

— 1 _
Var = —zRD,Rz1’ e R***
n

for the quantity
- 1 .
Var = —1'2Dz1 e R**
n

Then

— - 1 1
Var — Var = \/—30max(Q) X \/—Hzlli
n n

—~ ~ 1
Var — Var = \/EIIQIH x\/11211%

Proof For an arbitrary ¢ € R, consider the quadratic form ¢'(Var — Var)t. We are interested
in upper bounding its convergence rate.

or

Note t'Vart is unbiased for ¢'Vart. To upper bound the convergence rate, we study its
variance:

Var(t’@t) = %E [(t’zRf)/pth - t’zf)zt)2] (66)

Define a vector a = ¢z € R**. Use R;,i = 1,...,kn to denote the i¢th diagonal element of R.
Some algebra shows that (66) has the form:

1 [ S S 1 kn dijd Lo / / /
— Q@ z,t'z,t'2,t2)=— Y COVR;R;,RxR;) (t'2);(t'2);(t 2)r(t'2),
n = jki=1 TCijTp]

where d; j denotes the ijth entry of the matrix D, n; j denotes the ijth entry of the matrix p
and (¢'z); denotes the ith entry of the vector ¢'z.

Note Q(-,-,-,-) is a fourth-order kn dimensional tensor. Then we have,
Var(t'Vart) = —E | (¢ 2RD, Rt - £2D20)2] = = Q(t'z, £'2,¢'2,t'2)
ar( ar)—; [(z /pz—zz)]—FQ z,t'z,t'z,t'z

1 1 1
< Famax(Q)nt’zni < Famax(mk?’nzni x [|tE < Famax(Q>k3||z||i x |15

Thus we have

T ~ 1 1
t'(Var — Var)t = \/ —5Tmax(Q)—lz1l} E2t113
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Alternatively, we can bound
Nr _ 1 T4/ 32 = . T ~ . 2
Var|(t'Vart| = —E | (¢'1'diag(z)RD, Rdiag(z2)1¢ — t'1'diag(z)Ddiag(z)1¢)
n
1 1
<I1tllg x 112115 x — 1QUlx =< l12ll3 x I121l5, x — 1 QI

Thus we have

= ~ 1
t'(Var — Var)t = IItllg\/Fllth x |1211%,
Ul

Lemma C.9. (Feasible Estimators Converging to Infeasible Estimators) Let ﬁ/p be the inverse
probability weighted version of the bounding matrix D. Consider plug-in estimator of the
form

%2131”)4,132 e Rk,

where 2 € R¥". We have
1
n2

1 i 1 ~
=0(ﬁllz—2|lg X |||D/p|||2+ﬁ||z—2||2 x|lz|l2 x IIID/plllz)

- 1 -
QRD/DRZA - —ZZRDA,RZ
n

or
1 o 1
EzRD/pIRz - ﬁzRD/pRz
1, - e 1 )
=0 5 1Dyl11 x 112 =213 + 5 1Dpl11 x 112 ~2lloo ¥ I2llco
Proof. We have the following algebraic manipulation:
1~ 1 - 1. oan. 1, o 1, -
—2RDRZ - —2RDpz = < (2 -2) RD,R2 + <2’ RD,R2 - 2z’ RD, Rz
nl n 1n . n n 67)
=—5(¢- 2)RD,R(2 - 2) + (- 2)RD, Rz + EZ]RIN)/DR(ZA ~2)

Using the ||| - |||z norm and the submultiplicativity of a matrix norm, we have the quantity
upper bounded by

1 - 1 - 1 .
|||§(2—z)’]RD/pR(2—z)+ ﬁ(é—z)RD/p]Rz+ ﬁz'RD/p]R(ﬁ—ZNHz
1 - 1 _ 1 .
SﬁHl(ZA—Z)RD/pR(é—Z)lHQ"‘ﬁHl(ZA—Z)]RD/pRZl||2+ﬁHlZ']RD/pR(ZA‘—Z)Hh
1 ) 2 3
SﬁHlZ—Zng < [[IR]I]3 x |||D/i)|||2+ﬁ|||z_2|”2 x [|IRII1Z % [1Dplll2 x [112]1l2

1 - 2 N
IS 2 2 4 2
< EIIZ—ZIIQ x [[IR][g * IIID@III2+EIIZ—ZII2 |1zl x [[1RI11 * 1Dy |ll2
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Thus we have for (67)

1
(67)=0 IIZ z||2><||ID/p|||2+—|IZ zllz x llzllz x [[1Dplllz |,

where we used |||R|||2 =1 and changed % to n—12 for simplicity.
Similarly, using the || - || Vector norm, we have an alternative upper bound:

N R 2 R
F”D/p”lx||Z_z||§o+§”D/i)||lx||Z_Z||OOX||Z||OO
Thus we have for (67)
1 . o, 1 )
67)=0 E”D/p“lx||Z_Z||oo+ﬁ||D/p”1X”z_Z”ooX”Z”oo .

O

Lemma C.10. Let Q € R™" be a symmetric matrix, y € R" and x € R" be two arbitrary
column vectors. The quantity x'Q'diag(y)diag(y)Qx can be upper bounded by :

x'Q)diag(y)diag(y)Qux < ||1Ql|1% /le;* Yyt
1=

i=1

Proof. Notice the stated quantity is the 12 norm of the vector x'Q'diag(y) € R". Denote
the jth column of Q by Q;, and the (i,j) th entry of Q2 by ;;. The ith entry of the vector
x'Q'diag(y) is x'Q;y;. The 12 norm thus can be written as

n

Y (@'Qiyi)? = Z(ij i) Z Z |11, 11y 1)
i=1

=1 j=1 1=1

- pst
= Y (i 195illyily /19D = Y (3 1o Py 2191 x (Y 124])
i=17 i=1 j=1

=1

n n
<N Y Y 1121y 219541

i=1j=1

Now notice the expression Zn 12 1% jIZI in2IQ jil is the expanded expression for the
quadratic form (xox)'|Q|(y o y), where |Q| replaces entries in Q with their absolute values
and o denotes the hadamard product. Thus we can continue the inequality

n n n n
111 Y 3 TP 1yil?1951 < NQUILNAQDI x 1 [ 3ty [ 3 v
i=1j=1 i=1 i=1
9 n n
<NQUIT D« Y vk
i=1 =1

For the last line we used the fact for a symmetric matrix,

INA2DI2 = Amax (12D = T2 = Q2]]1,

where Anax(|Q2]) denote the largest absolute eigenvalue of |Q|, O
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11 ... 1
10 .. 0

Remark 14. Taking Q=|. . |, y=e1eR"and x =1€R", one can show the upper
10 .. 0

bound [[|Q111U2DI]]2 x \/Z;‘:lx?\/zyzly? is tight in terms of the order of n.

Let © be a compact set in a finite dimensional Euclidean space, and B(0,) denote a
closed ball in © of radius § = 0 (with the /5 norm) centered at 0. The following lemma adapts
Theorem 1 Andrews (1992) to our setting.

Lemma C.11. Let © be a compact set in a finite dimensional Euclidean space and P,, be the
probability measure induced by the random assignments. Consider a sequence of continuous
deterministic functions @,(-) : ® — R and continuous stochastic functions Qn(~) :0 =R If
IQn(H) —Qn(0)] = 0,(1) pointwise on 0 € © and the stochastic function Qn(-) -Q,(0) is uni-
formly stochastically equicontinuous: for all € > 0, there exists a 6 > 0 such that

P,(sup sup 1@,(0)-Q,(0)—(@.(0)-Q,(©0))I>e)<e
0e® 0'eB(0,5)

uniformly for large n. Then suppeg |@,(60) — Q,(0)| = 0p(1).

Proof. Fix a given € >0 and let 6 to be the corresponding radius in the stochastic equiconti-
nuity condition. Because O is compact, we can find a finite cover of 0, {B(6;,6)};-1,...7. We
then have:

P, (sup|Q,(0) - Q,(0)] > 2¢) <P,(sup sup [Q,(0)—Q,0)—(@.(0)-Q,©O")>¢)
fe® 0e® 0'eB(0,6)

+Pn<maf|Qn<ej> —Qn(0))] >€) < 2¢
J<

uniformly for large n. Then for each ¢ > 0, we can find a » and a € << e¢ such that
Pp(supgee |@n(0) — @ ()] > €) = Pr(supgeg |Q1(0) — @n(0)] > €) < €. Thus supyce|@n(0) -
Qn(9)| = Op(]-) ]

The following lemma is the standard consistency proof for GMM estimators.

Lemma C.12. Let © be a compact set in a finite dimensional Euclidean space and P, be the
probability measure induced by the random assignments. Consider a sequence of continuous
deterministic functions @,(-) : © — R and continuous stochastic functions @,(-): ® — R. Let
0,, = arginfycq Q,(0) and define 0, = argmingce Q,,(0). If there exists a positive ¢ such that
infypeo\B(@, ) @n(0) — Q1 (0) > ce? uniformly for all large n and SUPyeo IQn(G) —Qr(0)] =0,(1),
then

0, — 0, = 0,(1).

59We assume the criterion functions are continuous to avoid measurability issues. This is condition is
satisfied by all models considered in this paper.
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Proof. We have

P, (10, — 0,11 > 26) <P (Q(0,) — Qn(6,) > c4e?)
<P, (Q,(0,) = Qn(0,) — Qn(0,) + @ (6,) > c26%) + P (Q 1 (0,) — @, (6,) > c2€?)

<2P,(sup|Q,(0) - Q,(0) > ce?) — 0,
0e®

as n — oo, where P, (Q,,(0,) — @,(0,) > c2¢2) = 0 because 6,, is the minimzer of @ ,(6). O

The following Lemma uses notation in Section 6.

Lemma C.13. Define a GR estimator for arm a as fl,q = %Zif“(xi,én)+
1Y (yi = f,00),  and  ph, = LY F%x,00) + 2Xi T (i - fxi,00). If

0, -0, = Op(%), and there exists a positive integer N such that the following condi-
tions for f¢ are satisfied uniformly for all n=N:

(i) f*x;,0) is two times differentiable in 0 for all x; values, i=1...,n.
(it) There exists a C1 and an € > 0 such that %Za,i IIng“(xi,G)llg < C1 for all 6 € B(6,,¢).
(iit) There exists a Cy and an € > 0 such that %Za,i SUPgeB@, o) | Voo f(xi,0)Il1 < Cy,
then L¥:(f*(xi,00) ~ F(x;,02)) = 0p(2) and fina — ik , = 0, (12112)
Proof.: We first show %Zi(f“(xi,én) — [ %x;,0,))% = Op(%). We first observe two useful facts:
1. For any 601,02,0 € B(6,,,¢) and ||01 — 03]|2 < 8, by (ii),

12 o 12 ~
~ ;(vaf“(xi,e)’(el —02)% < - ;nvaf“(xi,e)né} x 101 —02ll5<C16%  (68)

2. For any 01,609 € B(0,,6) with 6 <¢, we have

12 2 2 ~ ~
—~ 2 (f*(xi,09) - f(x:,01))% = = Y (F (@i, 02) = £ (i, 00)Vo [ (x:,02)' (03~ 61)
i=1 i=1

12 B 12 ~
52\/; > (fxi,02) = fa(x;,01))% x \/; > (Vofe(xi,02)' (01~ 02))2,
i=1 i=1

where 05 is between 6; and 0,. Take supremum on both side over 69,601,085, we arrive

at:
1& a a 2
sup =) (F%(x;,02) — f*(x;,01))
01,02€B(0,,6) T j=1
1 n
<2 sup  — ) (f%(x;,02) — fx;,01))% x /C162,
\/91,92€B(Gn,5) n L:ZI L L
which yields:

1 n
sup  — > (f%x;,02) - f(x;,01))% < 4C1 67 (69)
01,02€B(0,,6) T j=1
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Because 0, — 0, = 0,(1),

12 N
=3 (F i, 00) — £, 00))% < sup —Z(f%xl,ez) f(a1,00)° <4C1l10n ~0a11% = 0, L.

ni;=1 01,02€B(0,,110,—0,1) T

This proves the first claim. Now the second claim follows by:
n

1 IRai A
fina =g = —Z[f“(xl, )—f“(xi,en)]+zz (F(x;,0,) — [4(x;,0,))

i=1 Lai

1& A A 1 ~ A
== Vofx,0,) 0 —0,) +On —0,){= D Voo *(x,0,)}(0, —0)

niz1 niz1
1 n IR, ] A N 1 n R 7 ~ N
== == Vof(x,00) (0n —0n) =0 = 0,){= 3 —— Voo (x,0,)}0, ~6,)
i=17ai i=1Tai
1
vn

where 0, is between 6,, — 0,,. The final line follows by noticing

1z A 12 IR411' a (A 1& ai a
LS U, 0, O = 00)— =3 B g o0, (O = 6) = —— 3 DG Tai g a0 Y (- 0)
ni-1 i=1ai nisy  Mai
1 1
—Op(ﬁ)op(ﬁ)

by (ii) and Lemma C.3. Because 0,, € B(6,,¢) with probability approaching one, the middle
term can be upper bounded by

1 n . n

12 -7 R, 1
—Z — O o f Bl <= Y =2 sup |IVapf%xi,O)ll1+=Y. sup |Vaof®(xi,0)ll1.
n; i=1 ai n; i=1 Tqj 0eB(0y,,¢) n i=10€B(0,,¢)

(70)

The upper bound is of order O p(1) by (iii) and the Markov inequality. Together with 0,-0, =
(0] ( ) this implies the O p( ) rate for the second order remainder term. O

D Proofs in Section 3

D.1 Proof of Theorem 1

Proof. We have by definition E[m]]=m?$ for s =1,...,l1. It can be seen, as in Lemma C.3,
Var(iv) = 5:¢*D¢p® < 11¢°|12 x 1{/[DI[]o. Thus we have 7§, —m$ = 0,/ 12l2) = 0,,(1) for s =
DI
DI,
]

1,...,I1. By Assumption 4-3, ||, —tnllz < C/S'L, (7S, — m3)2. Thus ||t —pinll2 = Op(
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D.2 Proof of Corollary 1

Proof. We prove only for the GR estimators. Other estimators can be proved analogously.
To verify Assumption 4 for the GR estimators, notice:

1 1
A% = —1'77 1Ry — (1’771 (R - 771)x) x x*'mRx) ! x (x'mRy)
n n , —_— ——

~ v (.

(3) 4)

(B+p)k+p+1)
2

M @

= F(k moments in (1),% + p moments in (2),

moments in (3),%k + p moments in (4))

We rewrite the GR estimator using the moment estimator fomulation as F(&n,icn,An,l;n)
where 7, € R* denotes the k entries corresponding to the k moments in (1), %, € R* denotes
the k+p entries corresponding to the k+p moments in (2), A, € R¥+P)**+P) ig o symmetric
matrix corresponding to the w moments in (3) and b, € R**P) denotes the k+p
entries corresponding to the k+p moments in (4).5° Let y, = %l’y, x,=0,A, = %x’ mx and
b= %xmny. By Assumption 2, Assumption 5 and Lemma C.1, 1,in(A,) is bounded away
from O uniformly for n = N. For a sufficient small ¢ and by Corollary 6.3.8 in Horn and
Johnson (2012), Amin(4,) is uniformly bounded away from 0 for all ||A,, — A,|ls < ¢€.5'. For

Y, %n, A, and b, that are sufficiently close to y,,0,A, and b,, we have:

||F(5’n,3zn,An:Bn)_F(yn,O,An;bn)HZ =yn—In _ﬁnAr_LlEnHZ

<1y = Fnlle + 1120 A 10,11 < llyn — Fullz + 11Znlle x 1A 2,112 < |y — Fnllz + CllZn|l2,

where C is a constant independent of n and we use Assumption 2, Assumption 5, Lemma
C.1 and Lemma C.2 to bound ||A;1bn [l2 by a constant C independent of n. Assumption 4-(iii)
is satisfied by Assumption 1. That HID% is of order o(1) is satisfied by Assumption 6. O

D.3 Proof of Lemma 4.2

Proof. The CI estimators converge to %lxb)’LVLS. The difference from average potential out-

comes is: 1 1
1y Uxb) (71)
Note

1'(y—xbV®) =177 m 'ma(y — xb""®)

By the definition of WLS,
xma(y-xb)*)=0

Thus equation (71) is 0 if each column of m 12711 is in the column space of x, which is the
condition stated in Lemma 4.2. O

60Some moments in (3) can appear in A, twice.
61|.||4 is the Frobenious norm of a matrix

A-13



D.4 Proof of Lemma 4.3
Proof. We observe that a9® = o' if

1727 1R(y - x6V) = 0 (72)
By the definition of sample WLS,
xmR(y —x6"%) =0

Thus equation (72) is 0 if each column Rz ~!1 is in the column space of Rmx, which is the
condition stated in Lemma 4.3. O

D.5 Proof of Lemma 4.4

Proof. The MI estimators converge to %1’ Ty + %1' (i—m)xb)"S. The difference from average
potential outcomes is:

1 1 1 1
1y~ 'my—~1'G-mxb) = 1 -m)y - xb}"™) (73)
n n n n
Note
G- )y -xb}S) =16 - D 'm ™ ma(y -xb}*) =1'(x " —m 'mm(y - xb}")

By the definition of WLS,
xma(y-xby*)=0

Thus equation (22) is 0 if each column of m~1(x~! — )1 is in the column space of x, which is
the condition stated in Lemma 4.4. O

D.6 Proof of Lemma 4.5
Proof. We observe that a® = @)™ if

n
1'(x - )R(y—xb"5)=0 (74)
By the definition of sample WLS,
x'mR(y —xb6") =0

Thus equation (74) is 0 if each column R(zx~! —i)1 is in the column space of Rmx, which is
the condition stated in Lemma 4.5. O
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E Proofs in Section 4

E.1 Proof of Theorem 2

Proof. By an argument similar to Lemma C.3, we have m; —mj = Op(y/ %) = 0p(1) for
s =1,..,1;. By Assumption 8, we have, with probability approaching one, ||, — u;ll2 =
Op(|||D|||2)
2.
For any linearized estimator it has the form:

Hn + dan(mn,r - mn,r) eR*

Note the sth entry of the vector i, , — m, , has the form %ljm(]R— m)¢®. Thus the random
term can be written as:

I I 1
dFp, (py—mn,) =y dFS, (S -mS)=Y dFs =1, a 'R -m)¢°
s=1 s=1 n
I 1 I
Y dFs, — 1’ a YR - m)diag¢®)l,, == Y dFs, 1, diag(¢®)n '(R-m)1,,
ng=1

V)

dFS 1! diag¢®)|x (R - )1,

=1
14
n

s=1

J/

z/
Notice that z involves only fixed quantities, thus we have:

Var(dFp, (g, — mp,) = 2'Var(x YR - x)1,,)z = 2'Dz

E.2 Proof of Corollary 2

Proof. We prove only for the GR estimators. The Theorem can be proved in an analogous
way for other estimators. Recall the form of a GR estimator:

f158 = 11'71'_1Ry 11 P llebWLS+ 11/ bWLS
where bWLS (x’mRx)*(x'mRy) with a diagonal weighting matrix m with strictly positive
entries. The linear expansion of the GR estimator can be shown to have the form il’ y+
L1a MR- m)(y —x'bY).

Note the estimators depends on five sets of moments Myn = 1 pl | ‘77 1Ry, I’flx n =
%llﬂ_le, My = %l’x, Myyn = %x’m]Ry and My p = x 'mRx. We also deﬁne My p = l’y,
Myxn = %x’mﬂx and myy , = %x’mny. Consider moments Myxn and rmy, , that are in a
sufficiently small local neighborhood of my,, and myy . M.y, is invertible because myy ,
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is invertible by Assumption 2, Assumption 5 and Lemma C.1, and the eigenvalues are con-
tinuous functions of entries. Note we have the bound:

SWLS  LWLS _ - -1 -1
bn - bn =My nMxyn — Myx nMay,n
-1 -1\ “1, .~
=My = mxx,n)mxy,n +(Myxn)  (Myyn—Myyn)

-1 - 1 1,
=Myrn (mxx n— mxx,n) MyxnMxy,n + (mxx,n) (mxy,n - mxy,n)

Then
7 WLS WLS ~ ~
”bn _bn ||ZSC(||mxx,n_mxx,n||2X+||mxy,n_mxy,n||2),

where C is a constant independent of n for large n by by Assumption 2, Assumption 5
and Lemma C.1. The first || - || norm on the right-hand side denotes the matrix Frobenius
norm and the second || || norm denotes the standard vector norm. Thus for a local linear
approximation we have, for moments i1, iy, My, and niyy , in a sufficiently small local
neighborhood of m, my, My, and myy 5,

N =1 - - - -1 -~
F(my) =My nMyy nMay,n tmyn— MxnMyy nMxy,n
Fmp)=m,,

5 = =~ -1
dan(mZ - m':z) :(my,n - my,n) - (mx,n - mx,n)mxx,nmxy,n

~ ~ -1 _~ ~ -1 ~ 7. WLS WLS
<[l - (mx,n - mx,n)mxx,nmxy,n - (mx,n - mx,n)mxx,nmxy,nlh = ||(mx,n - mx,n)(bn - bn N2
~ 2 7 WLS WLS (2 ~ 2 ~ 2 ~ 2
,S“mx,n — My nlly + an - bn (15 ,S (||mx,n =My nlly + My n — My nllg + Mgy n — mxy,n”z),

where the constant is independent of n by our assumption. This verifies Assumption 8 for
the GR estimators.
O

E.3 Proof of Theorem 3 and Theorem 3’
Proof. They are proved by using Lemma C.8 and Lemma C.9. O

E.4 Proof of Corollary 3 and Corollary 3’

We prove only for the GR estimators. The Corollary can be proved in an analogous way for
other estimators. The plug-in variance bound estimator for a GR estimator is:

. 1 . i e 1
V(@™ = ~1'diag(y ~xb)RD, Rdiag(y ~xb}"*)1 -

Using the notation in Theorem 3, we identify z = 1'diag(y — xb)*%) € R*"** and 2 =
1'diag(y — x6V) € R*"** Note x(bV'S — bV5) € R*”. || ||z denotes the Frobenius norm if
applied to a matrix and the /9 vector norm if applied to a vector. We have

1 1 ) A 1 . 1 -

~12 = 2113 = |11 diag(x(by" ~ by NIl = —1x(53" = by )II3 < ~Amax (KB ™ - b 113

|||D|||z)
n M

1 N
2| |AWLS _ 7 WLS||2
S;llxllgllbn —b, "l =0p(
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where 1|x||2 = O(1) by Assumption 1 and |[6¥*5-b¥5||2 = 0,,(U2l2) by Lemma C.5. 1||z|2 =
O(1) by Assumption 1 and Lemma C.2.
Similarly under Assumption 1’ and by Lemma C.5,

1
R . 21Dl
112 = 2lloo = |1%(b = B)lloo < C x |16;/* = by5|12 = 0, (|] = ),
n

and [|z||eo = O(1) by Assumption 1’ and Lemma C.2.

F Proof in Section 6

F.1 Proof of Theorem 4

We first check the stochastic equicontinuity for large n.Notice by A10-(iv), A6 and Lemma
C.3 we have pointwise convergence for the criterion function: for each 6 € ©

1 k n
PP
a=1i=1

By A10-(v), @,(0) is continuous uniformly over 6 € ©® and for large n. Then,

Ri u 1 k n "
0ai8 (Yai,xi,0) ==Y Y 0ai8" (Yai,xi,0) = 0,(1).

a
Tai a=1li=1

P,(sup sup |Z,(0)— %, 0)—(Z(0)— L, (0")] > 3¢)

0€0O 0'eB(0,5)
<P,(sup sup |Zn(0)— (0] >2e)+Py(sup sup |L,(0)— L, 0] >e),
0€0O 0'eB(0,0) 0€O 0'eB(0,0)

First note the second term is a degenerate probability event: it happens with probability 1
or 0. For the first term, we take a 26-covering A5 of ©. Note A5s is a finite set by A10-(i).
By the triangle inequality, for each 6 there exists a 6 € A5 such that d(6’,0) < 25 for all
0' € B(0,6). Thus we can bound the first term:

P,(sup sup |Z,(0)-2%,0")]>2¢)

0€B 0’eB(6,0)
=P,(sup sup |Z,(0)—ZL,0)+ L) Ln(0)]] > 2¢)
0€0 0'eB(0,5) (75)
1 & 2 Ry Yk Y D(yai, xi)h(20)
<2P,(= Y Y~ D s, 20)h(28) > ¢) < 2 el Ziz1 e
no-1i=1Tai €

where the last line is by the Markov inequality. By setting 6 small enough, we prove
the desired inequality with A10-(v). With Lemma C.11 and Lemma C.12;, we conclude
0,0, =0,(1).

By A10-(ii), 8, is in the interior of ©® with probability approaching one. Hence by the first

A

order condition, 8,, satisfies:

A 1 & 2Ry, u .
VoL (0n) = — Z Z 0ai Vo8 (Yai,xi,0,) =0
ng=1i=1"ai
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A Taylor expansion around 0 = 6,, yields:

1 :
0 :; Z Z afwaivﬁga(yai,xiyen)
) azlzzl at (76)
+; Z Z “ waiveega(yai7xi79n)(én _Hn)+0(||én —inl)

a=1i=17%ai

The last term is justified by bounding the higher order reminder terms as follows. Take the
tth entry of the gradient Vy.%,. This row corresponds to the partial derivative of £, with
respect to the tth parameter ;. Its Taylor expansion has the form:

1 k n 0 R
- Z Z alwaz —8(Yai %i,0n) + — Z Z Roi alvg 8 (Yai, Xi,0n)0, —0,)
n a=1i=1 00, a=1i=1Tai a0,
+1(én ~6,) Z Z Rai waiv99iga(yai,xi,én)(én —0n)
n a=1i=1"Tai 00,

where 6,, is between 6,, and 8,,. As 0,, enters B(0,,,¢) with probability one, we have for the
remainder term,

1 & 2 Ry 0 1&E 2 )
|||_Z Z waLVHG g (yahxhe e S_Z Z waz”lvHG_g (yazaxzye e
n a:li:l ”al ae n a=1 1=1 aet
(77)
n R,

“wq; sup ||Voeog® (ai,xi,0)ll1 = 0,(1)

a=1i=17Cai  0€B(On,¢)
where for the O,(1) argument we used the Markov inequality, A10-(ix), A10-(viii) and
the equivalence of the /1 and I norm. Also by A10-(ix), Al10-(vi) and Lemma C.3,
%Za’iwai]}:"f Voog®(y4i,xi,0,) converges in probability to %Za,i waiVoo8*(Yai,xi,0,). Hence
it is invertible with probability approaching one. Thus using the above argument and the

fact 8, — 0, = 0p(1), we rearrange (76) to get to

. R 1 R, : .1 k n R, :
(ls+0p(1))(0n_9n):_(_z alwaiveﬂga(yahxi’gn)) 1= Z Z alwaivega(yai,xi,gn)
ngiTai n,=1i-1 Mai
1
=0,(—),
p \/ﬁ

(78)

where for the last line we used the FOC %Z?leaiv(;g“(yai,xi,en) =0, A10-(vi), A10-(vii)
and Lemma C.3.

The remaining conclusion follows from Assumption 6, Assumption 9, Assumption 11,
Lemma C.13, Lemma C.8 and Lemma C.9.

F.2 Proof of Theorem 5

1 .79/33 s
c _  yc'l'diag(y)Ddiag(f(6,)1c
We first note @, = 1 g 76, Ddiag 76, 1c

nominator, %c’l’diag(y)Ddiag(f(Bn)lc < |||D||]2 x %Ilc'l’diag(y)ng x ||c'1'diag(f(0,))ll2, is

is uniformly bounded above for large n. The
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bounded above uniformly in n by Assumptions 1, 6, and 11-(v). The demoniator is bounded
below uniformly in n by Assumption 12. Thus the imputation functions a”f%(,8,), a =
1,...,k, satisfy Assumption 11.

Estimator for the denomiator converges at a \/n rate by Lemma C.10,

%c’l’f(én)Df(én)lc - %c'l'f(@n)Df(Qn)lc
1 R 1 R R
= 250'1' (f(0n)— f(0,))Df(0,)1c +||DI|lz x chl, (f(6,)—F0))D(f(6,)—f(0,)1c

1 A
<Ilelloo x 11Dl x ;Z(f“(xi,em—f“(xi,en))z

ail

1 1 A
+llellZ > MIDIllg x |~ 3 (Fati, 0002 x| = 3 (o, 0) — F2Cxi,0))°

1

by Lemma C.13. The numerator also converges at a \/n rate.
1 n 1

—c'1'f(0,)Dx ' Rdiag(y)lc — —c'1'f(0,)Dx 'Rdiag(y)lc

n n

- %c'l’ (F(B,) - £(0,)) D~ 'Rdiag(y)lc + %c'l’f(@n)Dn_leiag(y)lc - %c'l’f(@n)Ddiag(y)lc

1 1 A 1
< llellZ, x [ID]llz ;Zyii x \/ ;Z(fa(xi,en)—fa(xi,en))z+ ;c’l’f(en)Dn—l(R—n)diag(y)lc.
al a

Denote ¢'1£(0,) by f(0,) € R*™ and c'1diag(y) by y° € R*". The term 1¢/1'f(6,)Dx (R -
x)diag(y)lc is Op(%) by noticing:

n—12Var( F€0,)Dr YR - m)y°) = %Var(1kndiag(yc)7r_1]Rch(0n)) = %Var(lknn_leiag(yc)D £€0,))

1 IIDII12|IDIll2 [1 1
=ﬁf (0,)Ddiag(y°)Ddiag(y*)Df(0,) < 1TQ\/ - Z(C‘ayai)4 X ¢ ~ Z(C“f @(x;,0,))*

by Lemma C.10, Assumptions 1, 11. Together with Assumption 12, this implies a&;, — a}, =
0 p(%). The remaining proof is the same as that in Theorem 4.

F.3 Proof of Theorem 6

Notice first:

. % < ||ID|||g for all @ = 1,...,k and i = 1,...,n because D is positive-semidefinite and

Var(%) = 1;—::” is on the diagonal of D. This implies maxa,i{n%i} <ID||g + 1.

* 11Qlll2 = 111Q]]l1 by Lemma 5.6.10 in Horn and Johnson (2012).
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We only need to check the y/n-consistency 8,. The rest proofs are identical to those of
Theorem 4. We first check the pointwise convergence of the criterion, namely

Ln(0) = £ (0) = 0,(1),
pointwise in 6 € ©. For this we show,
8n(0)—g,(0) =0p(1)

First note that g,(0) is an unbiased estimator of g,,(0). The notation ¢'1’diag(y) corresponds
to the operation of re-weighting each y,; with an arm- spec1ﬁc weight c¢,. With an abuse of
notation, we redefine y° € R*" and - f"‘(H) = ¢'1'diag(2- 50,1 (©O) € R*". Let Vgfc(0) € Rk"*s

denote the column stacks of azt f "(9) t =1,..,s.
The variance of the quadratic form % ycn_llRQa%t f€(0) is:

1 I
ﬁVar ((ycﬂ' RQa—Htfc(e)

= Var (1, diag(y)x ROV, °(0) = —Var(lénn‘lﬂdiagwcm@f ©
t

1 0
250, (@'Y diagy")Ddiag(y)Q - f C)
<IDIllz x (2 5510/ diag(y*)diag(y)Q - f“<9>)
t
NQUIZIDI Y L0 .
ST\/Zg(C Yai) \/ Z<c a_etf (x;,0))

where for the last inequality we use Lemma C.10. Under A13, A14-(i)-(b) and A1-2, the
term above is 0,(1). Since g,(0) is O(1) by Al14-(i), we have £,,(0) £,(0) — g,(0)g,(0) = 0,(1)
pointwise in 4.
Next we check stochastic equicontinuity as in the proof of Theorem 4. First, the tth entry of
£1,(0) can be upper bounded by

1

Y Jr'llRDa—fc(H)——fc(H)D—f C))
0

1. /1 2
SIIIDIIszn;%x{n—M} nZ(cayaz)\] Z( agtf (xl,G))

+[IDIll2 x Z(C“f“(x 9))2\1 Z(caﬁf (xz,H))
t

for a C bounded above uniformly for large n by Assumption 14-(i). Then we bound:
é’n(el)'én(@l)—§n(92)'§n(02)
=(&n(01) = £1(02)) 81(01) — £,(02) (8,(01) — £,(62))
<18, 0DIl2 % |1€2(01) — £r(02)|l2 + 118 ,(02)ll2 x ||8,(01) — £, (02)l12
<2C x ||8,(01) — £,(02)ll2,
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We have for the ¢th entry of §,,(01) — £,(62)

I—y JT_lRQ(a—Hth(Ql)—_f (92))——f 61) Q(—f (91)—6—@}":(92))

—(f CARSE (92))Qaetf (02)

1 1 0 0
<[|1Q]]2 x H;?ZX{Z} X ;;‘,(Cotyoti)2 ;;(Caa_tfa(xi;gl)_ Caa_tfa(xi,QZ))Z

(79)

1 1 1 0 0
+1Qll2 x {—1x ;;(Caf“(xiﬁﬂ)z ;;(Caafa(xiyel)_Ca&fa(xi:QQ)ﬂ

Tai

1
+1Qlg x \/; Z(caf"(xiﬁl)—caf"(xi,ez))z x V Z(Ca_f (x;,01))?
<C|101 — 02|z,

for a C bounded above uniformly for large n. The last line is justified by Assumptions 14-
(i), 14-(ii)-(b), 14-(ii)-(c) and 13-(iii) . Using the same steps as in Theorem 4, we can prove
stochastic equicontinuity upon noticing

Pn(|§n(01)lgn(01)_gn(02),§n(02)| > 2¢€)
<P,(|18,(02) — £,(0DIl2 x 118,(D1ll2 > €) +P,(1|8,(02) — £,(0DIl2 x |18 ,(02)]]2 > €)
<P, (Cl|02 —01ll2 x 18 .(0DIl2 > €) + P,(C||02 — O1ll2 x |18,(62)|]2 > €) — 0 as ||6; —O2]l2 — O,

where we use the fact that g,(0) is uniformly bounded above by a constant C. Further with
Assumption 13-(ii) and by Lemma C.11 and C.12, we have 6, — 0, = op(1).

Now we establish the rate of convergence. By Assumption 13-(ii), with probably approaching
one, 0, is in the interior of ©® and satisfies the first order condition. We have:

gn(én)lvﬂgn(én) =0¢ RS (80)
For the tth entry of the equalities above, it can be written as:
S A0, A
Z gn,r(en)_gn,r(en) =0
t

We expand:

S

:Z nr(On ) gnr(9 )+ Z(gnr(G )= &n,r(On )) gnr(H )

r=1 Lzl y
(A)
S 0 0
+Z nr(On )( gn (0n)— 36, ~—&n,r(0,))+ Z(gn +0n) = 8.+ (0 ))( gnr(9 )— 30 ~—8n,r(0n))
r=1 r=1 t
(B) (C)

To study (A), (B) and (C), we study the terms g, (0,) - &,.-(0,) and (,%t Bnr(0,)— aigtgn,(en).
For 8,,1(0,) — &1,-0,), we have as in (79), 18,,,0,) — 81,+(0,) = O(10, — 0,12). We now study
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a%tg’n,r(én) - a%té’n,r(@n). Note,

0 , c_—-1 62
a_etgn,r(e) _0_0tf (H)Qﬁf O)+yn ]RQaet feo-r° (H)Qaater

We have

fO)

fc(H )

d d
O 2O =~ 2 @2 o) + @) 6.y
aetg”( )= 56,8 On) == 551" (On) aef( )+y°m ae n n aete

¢ -1 c
aet Gr (On)+y° T "RQ aet ——f(0,) — f(9n)Qaet °(0,)

=0(116,, O, ll2),

by Assumptions 13-(>iii), 14-(i), (ii), and using a similar argument as in (79). Note Vgf“(0,) €
Rk’”s and Vga%rf"(en) € R*"*5 ig a matrix of the stacked partial derivatives of ¢*f%(x;,0,)

and %0, 0 _ca f%(x;,0,) with respect to 0. Let 0,,; denote the tth element of 6, and én,t denote
the tth element of §,,, a Taylor expansion argument gives:

én,r(én) - gAn,r(Bn)

:(fC(en)—fC(én))’ () +5° n—lﬂm( f” (en))—f‘?(en)’ﬂ(a%r ¢ (0)
+(f°(en)—f°(én>’)9(—fc n n)

—(VafC(enxén— ) @ -1R( ))

— €6 Q( ) —(F°On) — FOn)— Vo (02)0, —0,)) Q C)

+y“ 7RO (—fC(en) - —f0(9n> - vea%rf"(én)(én - en))
—fC(enm( (6n) -~ fc n))+(f0<9n)—f0(én))’ﬂ(a‘;r ¢ (65)

—(vaf°<en><én )Qﬁf On)+ 5 IRQ(VQ(—J‘ 0,06, en>)

— [0y

—6,))+O(116, — 05113)
s 9 R R 9
Z a_ ,r(en)(en,t - gn,t) + O(Hen - Gn”z)a

by Assumptions 1, 13-(iii) and 14. The constant in O(]|,, — Hnllg) is uniformly bounded for
large n.
Thus for term (A) we have:

Z(gn n) = &nr(O0n) 5 gm(e)

=0 —01)'Vo&n (6 ) gn(9 )+ 0010, —62113),
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where we also use the fact a%tgrn,,(en) = 0p(1) by Lemma C.10, Assumption 14-(i) and As-
sumption 13-(>iii). For term (B) we have:

0p(1) x O(10,, = 0, 112) = 0, (110, — 0, 112),

where we use the fact that g, ,(0,) = £,,(0,) — £,,-(0,) + 1 -(0,) = 05,(1) + 0. Term (C) is of
order O(||6,, — 8n||%)~ To summarize, for the tth row of the equalities in equation (80), we
have:

5 0 A 0 A
0= 8nr(0n)=—8nr0n)+ (0 —0,YVEn(0r) —&n(0n)+ 0,10, —02113)

Stacking the rows together we have the expression:
0=V5,(0,) 8(0,)+V98(0,) Vog(0,)0, —0)+ 0,10, —0,112)
Thus we have:
B~ 6= 0p(Vo&n(0,)' Vo&n(6n)™ Vo (6r) §n(61))

Note Vgg,(0,) — Vogn(0,) = 0,(1) by Lemma C.10, Assumption 14-(i) and Assumption 13-
(iii). Thus by Assumption 13-(iv), (Vg£,(0,) Ve (0,)) ! is 0,(1). Vgg,(0,) is Op(1) as well.
Thus

On =07 =0p(8(6,))

Since we have g,(8,) =0, then

R QU112 1
B~ 61 = 0p(|| ————2) = 0p(—=
o n ) p(\/ﬁ)

by Lemma C.10 and Assumption 13-(iii). Rest proofs are similar to 4.

F.4 Proof of Theorem 8

The proof is identical to that of the Theorem 5.

G Proofs in Section 6

G.1 Proof of Theorem 7

Proof. Assumptions 16 and 17 directly imply Assumptions 6, 12-(i) and 9. For example,
see Proposition 6.2 in Aronow and Samii (2017). For linear models, results for the QMLE-
GR estimators follow from results for the GR estimators directly with Corollaries 1, 2 and
3. Results for No-harm-GR estimators follow with Assumption 12. For linear regression
adjustments, the optimal GR estimator has a closed form solution

B = (x'diag(c'1’)Ddiag(c’'1)x) " (x'diag(c'1)Ddiag(c'1)y), (81)
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for which we need Assumption 13-(iv) to ensure the invertibility of the design matrix. As-
sumption 13-(ii) is implied by Assumption 13-(iv). Assumption 13-(i) is not needed because
the optimal GR estimator has a closed form solution. Assumption 13-(iii) is satisfied by our
choice of Q =D, Assumption 16 and Assumption 17. Assumption 14 is satisfied by the lin-
earity of the imputation functions and Assumption 1.

We now consider logistic adjustments. For notational simplicity, we redefine %; =[1,x;]. We
have the following Taylor expansions:

8% (Yai>Xi, B) = Yai ¥, B —log(1 +exp(E. )
%; exp(y® +x;p)
1+exp(y® +x; )

V58 (Yais%i, B) = Yai%i —

exp(y® +x'8) 1
\Y a( iy Xi, ):_QE.')?/ l
ppE" Yai,xi, P iX; 1+ exp(y® +x;,B) 1+ exp(y® +x;/3)
o exp(t +xf) 1 2exp(y® +x )
vﬁﬁﬁkga(yai7xi7,6) = _xikxix,. 14 1 ;

‘1+exp(y® +x.8) 1+exp(y® +x.p)  1+exp(y®+ x.p)”

and
exp(y” +x; )
1+exp(y® +x;f)
exp(y® +x; ) 1
"1+ exp(y® + x:ﬁ) 1+ exp(y®+ x;,B)
- o exp(y® +xi ) 1 2exp(y® +x. )
vﬁﬁfa(xi,ﬁ)zxixgl ) iZ - — - i i
+exp(y® +x;f) 1+exp(y® +x; ) Fexp(y® +x. )
Vepp, [ (xi, f) = QNCikfcifc; X

(i, p) =

Vol (i, p) = &

exp(y® + x;ﬁ) ( 1 )2 ~ 2exp(y® + x;,B)
1+exp(y® +x;B) | 1+exp(y® +x.p) 1+exp(y? +x.f)
B ( exp(y® +x. ) )2 1 _ 2exp(y” +x. )
1+exp(y*+x;B)) 1+exp(y®+x;p) 1+exp(y® +x; )
g ( exp(y® + . 8) 1 )2 ]
1+exp(y® +x:6) 1+exp(y® +x.f)

Notice besides terms involving the covariates %; and y,;, all other terms are bounded uni-
formly by 2.

G.1.1 Logistic Model: QMLE-GR and No-Harm GR

¢ Assumption 10-(i),(ii) are assumed.

* Assumption 10-(iii) follows by the form of the g%(-) functions.
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e Assumption 10-(iv) follows by Assumption 1 upon noticing |log(1l + exp(x))| <
|log(2exp(|x|)| <log2+ |x|.

* Assumption 10-(v) follows by observing:

18 (Vair Xis B1) — 8 Vais iy B2 = IV 8% Yaisxiy B (B1— B2)l
x;exp(x,f) |
1 +exp(x;f)

< lyaixill2 x |81 — Ballz + lxill2 x [|B1 — Ball2.

(B1 - B2)I

=| | YaiXi —

Thus D%(y4;,x;) = |lyaixill2 + ||1x;]|2 and then follows by Assumption 1.

* Assumption 10-(vi),(viii) followw by Assumption 1 and the fact that all nonlinear terms
in the first, second and third derivatives of g are bounded.

¢ Assumption 10-(vii) is assumed.

¢ Assumption 10-(ix) follows because w,; = 1.

¢ Assumption 11-(i) follows because f is a smooth function of g for all x; and y,;.
¢ Assumption 11-(ii) follows by Assumption 1.

* Assumption 11-(iii),(iv),(v) follow by Assumption 1 and the fact that all nonlinear
terms in the first, second derivatives of f are bounded.

* Assumption 12-(i) and Assumption 19-(i) follow by Assumption 16.
¢ Assumption 12-(ii) is assumed.

¢ Assumption 19-(ii) is assumed.

G.1.2 Logistic Model: Opt-GR
¢ Assumption 13-(i),(i1),(iv): assumed.
* Assumption 13-(iii) follows by Assumption 16.

* Assumption 14-(i) follows because the conditions on the criterion moment is implied
by Assumption 1 and the conditions on the derivative moments are implied by As-
sumption 18.

* Assumption 14-(ii) can be checked by inspecting the Taylor expansion. We prove this
for second derivatives. Conditions for the function and first derivatives can be checked
analogously. By the mean value theorem

2 2 2 3
i79 - @ iagn :v @ iaen ! Q_Hn
30,00, @9 aetaeuf (xi,0n) antaeuf (01, 0n) ¢ )
2
<|IVg Fx;:,0)12 x 116 — 0,12

00,00,
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where 0, is between 0 and 6,,. We have the inequality:

2
[IVe

(s B2 < C Fn )’
a@taeuf (x; n)||2 j,k,lzzl’m,s(x EXijX 1)

where C is a constant independent of 0, 6,,, x; or n, and %;; is the kth entry of unit i’s
covariate vector %;. Thus we have:

2 2 2
a .’9 _ a -’9 :v a ',é ,0_9
50,00, 9~ 5,30, 1000 = Vogg 5o 1 (i, 6n) (6 = 0n)
< \/c Y EikiEi)? < 110 -0,lla.
Jk,I=1,...,8

The conditions for the second derivative then follows by noticing

.....

Holder’s ienquality.

e Assumption 14-(iii) can be proved similarly as Assumption 14-(ii) with a second order
Taylor expansion.

H Simulation Details

The dataset of Cai et al. (2015) is retrieved from the Harvard Dataverse Cai et al. (2018). We
use the 0422allinfoawnet.dta file to extract social network information and 0422survey.dta
file to extract pretreatment covariates information on experimental units. We output the
.dta files to .csv files and import them in R for data cleaning. We italicize the variable
names in the dataset hereafter.

Each household is an experimental unit associated with an identifier (id). Each house-
hold may nominate at most five other households as friends (network_id). The pretreatment
covariates we use in the simulation are male, age, agpop, ricearea2010, risk_average, disas-
ter_prob, and literacy. We choose these pretreatment covariates to mimic the specification
of Column 6 in Table 2 of the paper Cai et al. (2015). In addition, we use village and ad-
dress variables. address indicates the natural village that a household belongs to. village
indicates the administrative village that a household belongs to. Administrative villages
are larger units and consist of natural villages. The experimental design in the paper is
a natural-village stratified design: within each natural village, households are stratified
according to household sizes (agpop) and rice production areas (ricearea2010) and are ran-
domly assigned to different treatment arms.

H.1 Data Construction

We take on three tasks: 1) defining the population of interest; 2) create strata for random
treatment assignments; 3) impute missing pretreatment covariates data;
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H.1.1 Defining the Population of Interest

We start with 4902 households in the survey.dta dataset (hereafter survey dataset) and 4984
households in the 0422allinfoawnet.dta dataset (hereafter network dataset).

* In the survey dataset, we drop households with missing household sizes (agpop) or rice
production areas (ricearea2010) information. The two variables are used for stratifi-
cation. After this step, we are left with 4876 households in the survey dataset.

* In the network dataset, we drop rows with empty/missing network_id columns. These
rows correspond to the cases where households do not nominate friends. After this
step, we are left with 4661 households in the network dataset.

¢ In the network dataset, we also remove rows where households nominate themselves
as friends or nominate the same friends multiple times. After this step, we are left
with 4661 households in the network dataset.

¢ In the network dataset, we remove households (both in id and network_id columns)
with no match from the survey dataset. This is because defining strata requires house-
hold sizes (agpop) and rice production areas (ricearea2010) information, which is in
the survey dataset. After this step, we are left with 4587 households in the network
dataset.5?

* The 4509 households with friendship network information are our population of in-
terest. Together with their friends, there are a total of 4806 units that are randomly
assigned to different treatment arms.

H.1.2 Strata for random treatment assignments

Our randomization procedure assigns households into four different treatment arms: First
Round Simple (FRS), First Round Intensive (FRI), Second Round Simple (FRS) and Sec-
ond Round Intensive (FRI). We consider three different experimental designs: 1) a finely
stratified natural-village level randomization; 2) a natural-village level randomization; 3) a
Bernoulli design.

For the finely stratified natural-village level randomization, we partition households in
each natural villages into four groups based on their household sizes and rice production
areas. For each natural village, we calculate the medians of these two variables and clas-
sify households into four groups: LL (below median household sizes & below median rice
production areas), LH (below median household sizes & above median rice production ar-
eas), HL (above median household sizes & below median rice production areas), HH (above
median household sizes & above median rice production areas). In some villages, there are
strata with less than four households. For these strata, we merge each with a stratum of

62This step drops many rows (5896 rows out of 22756 rows) in the network dataset. Most dropped households
(2546 out of 2757 dropped) have no treatment assignment information in the dataset. We end up with 4832
household units for the experiment. The number is similar to the number of households units (4902 units)
reported in Figure 1.1 of the paper. Nevertheless, our created network may be sparser compared with the one
used in paper.
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the same type from another village. We choose the other village such that they belong to the
same connected component of the friendship network as the natural village of the stratum
to be merged. Households in each stratum are then completely randomized to four treat-
ment arms. If the number of households are not a multiple of four, there are at most three
remainder households. We assign the first remainder household to Second Round Intensive,
the second remainder household (if exists) to Second Round Simple and the third household
(if exists) to First Round Intensive.

For the natural-village level randomization, we first merge two villages with less than
10 people each with one other village. With each natural village, we randomly assign house-
holds to four arms with proportions 1—10 in FRS, 1—10 in FRI, % in SRS, and % in SRI. Practically,
we repeat the vector (4,3,2,1,4,3,4,3,4,3) for each village. When the number of households
is not a multiple of 10, we start from leftmost of the vector until all remainder households
are exhausted.

For Bernoulli designs, we randomly assign households to four treatment arms with prob-
ability (1/4,1/4,1/4,1/4).

H.1.3 Imputing potential outcomes for the scenarios Sim-Impu

We shall refer to Cai et al. (2015) as the paper in this subsection. We impute the potential
outcomes using a logit model y,; = I{, + x: B > €}, €; ~ Logistic(0,1) with exposure-specific
intercepts and the same slope (f) across all arms. The pretreatment covariates we use are
male, age, agpop, ricearea2010, risk_average, disaster_prob, and literacy. The covariate
coefficient vector is taken from the estimation result of Table 1 Column 2 of the paper using
a linear model. We multiply the coefficient vector by a 4 to transform it to the covariate
coefficient vector of a logit model with same marginal effects at x; = 0. The coefficient vector
we use is
p =1(0.0864,0.0176,-0.0356,0.0174,0.3564,0.4364,0.0072).

For exposure 1 we impute f; = —2.26, for exposure 2 we impute fo = — —2.26 + %,
for exposure 3 we impute 3 = —2.26, and for exposure 4 we impute B4 = —2.26. We choose

B1 = —2.26 to match the baseline 35 percent take-up rate of households the simple session.%.

B2 is chosen by using the coefficient of Intensive information session reported in Column 1
Table 2 of the paper and multiplying it by 1/(0.35 % 0.65) to transform it to the coefficient of
a logit model®*. B3 and B4 are set equal to 81 as the paper found little spillover effects.

The logit shocks are kept fixed across simulations.

H.2 Missing Pretreatment Covariates Information

For the 4509 subjects of interest, the pretreatment covariates we use are male, age, agpop,
ricearea2010, risk_average, disaster_prob, and literacy. There are a few missing data points
but the missingness patterns are not severe. The fractions of the missing points for each co-
variate are: male (0.15%), age (0.06%), agpop (0.00%), ricearea2010 (0.00%), disaster_prob

63This number is found in Table 1, Panel D, Insurance take-up rate (percent), 1st round intensive session of

the paper
64We choose the coefficient such that the marginal effect of a logit model at 35 percent take up rate matches
with that of a linear model, which gives o = — —2.26 + %.
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(0.00%) and literacy (0.95%). Following the recommendation of Lin et al. (2016), we im-
pute the missing values of each covariate column to the overall mean of the corresponding
covariate column.

H.3 Implementation Details
H.3.1 Calculating the first-order design matrix D

For our simulations, we are comparing the average potential outcomes of 2 arms with 4509
experimental units, so the dimension of D is 9018-by-9018. To calculate D, we compute the
covariance matrix Var(1,,R) € R¥”*#" and the first order assignment probabilities 7 = E[R]
by simulation with the Welford’s online algorithm.®® The D is then calculated using the
formula D = 77 1Var(1,,R)2~!. The number of the simulation is 108. This is informed by
Remark 4.7.2 in Vershynin (2018) with a relative error 0.01 in terms of the ||| - |||2 norm for
calculating Var(1,,R) € R¥**#?  With 10® simulations and the smallest assignment proba-
bility being 0.03, results of Fattorini (2006) suggest the element-wise estimation bias of the

108
(1-0.09" _

first order assignment probability is “—553— =

H.3.2 Estimators

We standardize the covariates (except for the treatment intercepts) to have standard error
1. For households that have rice production areas 5 standard deviations above the mean,
we top-code their (standardized) rice production areas to 5.

We use the command Im() and glm() in R Core Team (2021) to estimate the OLS, WLS
and Logit models. HT, HA, No-harm WLS, No-harm Logit, and Optimal Linear estimators
have closed-form expressions. The Optimal Logit estimator is the solution to a minimization
problem. The estimator is an estimated coefficient vector of 9 entries. We implement a
gradient-descent algorithm, adopted from section 9.3 in Boyd et al. (2004). The step size is
0.1 (a in section 9.3 of Boyd et al. (2004)) and backtracking factor is 0.5 (8 in section 9.3
of Boyd et al. (2004)). We search for the minimizer for each optimization problem using
multiple random starts. Each random start follows a multivariate normal distribution with
a diagonal variance-covariance matrix and we set the standard deviation to be 0.1 for all
parameters. For each random start, we terminate the optimization program if the coefficient
vector goes out of the region [—10,10]°.%6 For comparing exposure 1 and exposure 3 with
Design C, we set the region to be [-10,10]° initially but expand the region by 0.2 for each
iteration.®” We terminate the optimization problem if we find a coefficient vector that yields
a gradient of size less than 0.01 in the /9 norm.

We manually inspect some optimization problems using multiple random starts. We
do not find evidence of multiple interior minimizers. We also inspect the eigenvalues of

65We choose the online algorithm because it uses less computer memory.

66We impose this restriction seeking to address the problem raised in Remark 12. Interior solutions are
found for all cases.

87To be precise, if we do not find an interior minimizer after % iteration, the region will be set to [-10 —
0.1%,10 +0.1%1° in the (k + 1)th iteration. This decision is made after observing many optimization problems
do not have an interior solution within the region [-10,101°.

A-29



the Hessian at some minimizers. The Hessians are positive-definite in most cases. For
the comparison of exposure 1 and exposure 3 in Design C, there are occasions where the
Hessians have a negative but comparatively small (~0.01) eigenvalue. For reference, the
largest positive eigenvalues of the Hessians are typically on the order of ~10.

I Simulation Results

* Table A.1 reports simulation results for comparing exposures 1 and 4 in Design B in
the Sim-Impute scenario.

* Table A.2 reports simulation results for comparing exposures 1 and 4 in Design B in
the Sim-Optimal scenario.

* Table A.3 reports simulation results for comparing exposures 1 and 2 in Design C in
the Sim-Impute scenario.

* Table A.4 reports simulation results for comparing exposures 1 and 4 in Design C in
the Sim-Impute scenario.

* Table A.5 reports simulation results for comparing exposures 1 and 4 in Design C in
the Sim-Optimal scenario.
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Table A.1: Simulation Results for Comparing Exposures 1 and 4 in Design B and scenario Sim-Impute, ”ID% =0.10

uT | HA | oLs | WLs NH Logit NH | OC | OC | Opt-I | Opt-I

(WLS) (Logit) | (Linear) | (Logit) | (OLS) | (Logit)

Bias? x N 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.02 | 0.01 | 0.00 | 0.00

Variance x N 552|411 | 397 | 4.13 | 4.13 | 4.13 | 413 | 4.06 | 4.05 | 4.11 | 4.11

Mean Squared Error x N 552 | 411 | 397 | 4.13 | 413 | 4.13 | 413 | 4.08 | 4.06 | 4.12 | 4.11
Estimated Variance Bound x N 750 | 5.21 | 541 | 5.17 | 517 | 5.17 | 518 | 5.22 | 528 | 5.20 | 5.20
95% Normal CI Coverage 098|097 | 098 | 097|097 | 097|097 | 097 | 097 | 097 | 0.97
Theoretical Asy. Variance x N 560 | 410 | 3.95| 4.10 | 410 | 4.10| 410 | 4.10 | 410 | 4.10 | 4.10
Theoretical Asy. Variance Bound x N | 7.50 | 5.22 | 547 | 522 | 522 | 522 | 522 | 523 | 523 | 5.22 | 522

1€V

Table A.1 reports simulation results for comparing exposures 1 and 4 in Design B in the Sim-Impute scenario. N=4509 is
the sample size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek
estimator, OLS refers to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least
square estimator, NH (WLS) refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the
QMLE estimator with a logit model, NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC
(Linear) refers to the Opt-GR estimator with a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model,
Opt-I OLS refers to the Opt-I GR estimator with an OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit
model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports
the variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the
estimators, multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the
variance bound estimators, multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage
rates of nominal 95 percent confidence intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The
row True Asy. Variance Bound reports the theoretical asymptotic variance bounds.



Table A.2: Simulation Results for Comparing Exposures 1 and 4 in Design B and scenario Sim-Optimal, ”'D% =0.10

ar | HA | oLs | wis | N | Logit | NI | Q¢ | OC | Opt-l | Opt-l

(WLS) (Logit) (Linear) (Logit) (OLS) (Logit)

Bias® x N 0.00 | 0.00 | 0.66 | 0.00 | 0.02 | 0.01| 0.02| 006 0.02| 001 0.01

Variance x N 9.84 | 570 | 558 | 5.94 | 5.73 | 6.09 | 589 | 4.88 | 491 | 5.10| 5.09

Mean Squared Error x N 9.85 | 5.70 | 624 | 594 | 575 | 6.10 | 591 | 494 | 494 | 5.11| 5.10
Estimated Variance Bound x N | 10.91 | 6.18 | 6.38 | 6.21 | 6.40 | 6.21 | 6.46 | 651 | 650 | 6.55| 6.55
95% Normal CI Coverage 0.96 | 0.96 | 0.95| 0.95|0.96| 095 | 0.96| 098 0.98| 098 | 098
Theoretical Asy. Variance x N 9.79 | 553 | 539 | 5.70 | 5.46 | 5.86 | 563 | 4.79 | 4.74 | 4.81 | 4.81
Theoretical Asy. Variance Bound x N | 10.93 | 6.21 | 6.46 | 6.30 | 6.46 | 6.38 | 6.52 | 6.53 | 6.51 | 6.53 | 6.54

cev

Table A.2 reports simulation results for comparing exposures 1 and 4 in Design B in the Sim-Optimal scenario. N=4509 is
the sample size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek
estimator, OLS refers to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least
square estimator, NH (WLS) refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the
QMLE estimator with a logit model, NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC
(Linear) refers to the Opt-GR estimator with a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model,
Opt-I OLS refers to the Opt-I GR estimator with an OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit
model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports the
variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the estimators,
multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the variance bound
estimators, multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage rates of nominal
95 percent confidence intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The row True Asy.
Variance Bound reports the theoretical asymptotic variance bounds.



Table A.3: Simulation Results for Comparing Exposures 1 and 2 in Design C and Scenario Sim-Impute, ”'D% =0.02

ut | 1A | oLs | WLs NH Logit NH | OC OC | Opt-I | Opt-I

(WLS) (Logit) | (Linear) | (Logit) | (OLS) | (Logit)

Bias? x N 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00

Variance x N 252 (112|112 | 1.12 | 1.12| 1.11 | 112 | 1.12 | 1.12| 1.12| 1.12

Mean Squared Error x N 252|112 112 | 112|112 | 1.11| 112 | 112|112 | 1.12| 1.12
Estimated Variance Bound x N 339(191|190| 190|190 | 191|192 | 190|190 | 1.90| 1.90
95% Normal CI Coverage 0.98 (099 | 099 | 099 | 099 | 099|099 | 099|099 | 099 | 0.99
Theoretical Asy. Variance x N 259|112 112 | 112|112 | 112|112 | 112|112 | 1.12| 1.12
Theoretical Asy. Variance Bound x N { 3.39 | 191 | 1.91 | 191|191 | 191|191 | 191|191 | 191 | 191

€ev

Table A.3 reports simulation results for comparing exposures 1 and 2 in Design C in the Sim-Impute scenario. N=4509 is
the sample size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek
estimator, OLS refers to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least
square estimator, NH (WLS) refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the
QMLE estimator with a logit model, NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC
(Linear) refers to the Opt-GR estimator with a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model,
Opt-I OLS refers to the Opt-I GR estimator with an OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit
model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports
the variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the
estimators, multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the
variance bound estimators, multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage
rates of nominal 95 percent confidence intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The
row True Asy. Variance Bound reports the theoretical asymptotic variance bounds.



Table A.4: Simulation Results for Comparing Exposures 1 and 4 in Design C and Scenario Sim-Impute, ”'D% =0.09

uT | HA | oLs | WLs NH Logit NH | OC | OC | Opt-I | Opt-I

(WLS) (Logit) | (Linear) | (Logit) | (OLS) | (Logit)

Bias? x N 0.00 | 0.00 | 0.00 | 0.00 | 0.01 | 0.00 | 0.01| 0.38| 0.37 | 0.03 | 0.03

Variance x N 722|398 | 392 | 4.02 | 4.03| 4.00 | 401 | 4.05| 4.03 | 4.02 | 4.02

Mean Squared Error x N 723 1398 | 392 | 4.02 | 404 | 4.00| 402 | 443 | 441 | 4.06 | 4.06
Estimated Variance Bound x N 7.72 | 461 | 450 | 454 | 456 | 454 | 460 | 460 | 4.61 | 4.60 | 4.60
95% Normal CI Coverage 0.96 | 0.96 | 0.96 | 096 | 096 | 0.96 | 0.96 | 095 | 095 | 0.96 | 0.96
Theoretical Asy. Variance x N 7.00 | 393 | 384 | 393|393 | 393|393 | 392 | 392| 393 | 3.93
Theoretical Asy. Variance Bound x N | 7.71 | 4.62 | 4.54 | 4.62 | 462 | 4.63 | 4.63 | 4.62 | 462 | 4.62 | 4.62

vev

Table A.4 reports simulation results for comparing exposures 1 and 4 in Design C in the Sim-Impute scenario. N=4509 is
the sample size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek
estimator, OLS refers to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least
square estimator, NH (WLS) refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the
QMLE estimator with a logit model, NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC
(Linear) refers to the Opt-GR estimator with a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model,
Opt-I OLS refers to the Opt-I GR estimator with an OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit
model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports
the variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the
estimators, multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the
variance bound estimators, multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage
rates of nominal 95 percent confidence intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The
row True Asy. Variance Bound reports the theoretical asymptotic variance bounds.



Table A.5: Simulation Results for Comparing Exposures 1 and 4 in Design C and Scenario Sim-Optimal, ”'D% =0.09

HT | HA | OLS | WLS | NV | Logit | N1 | OC¢ | OC | Opt-l | Opt-1

(WLS) (Logit) (Linear) (Logit) (OLS) (Logit)

Bias® x N 0.00 | 0.00 | 6.77 | 0.01 ] 0.12 | 0.00 | 0.06 | 1.06 | 0.93 | 0.11| 0.1

Variance x N 1352 | 550 | 7.13 | 5.98 | 590 | 7.73 | 770 | 5.18 | 5.16 | 5.14 | 5.16

Mean Squared Error x N 1352 | 5.50 | 13.90 | 5.99 | 6.02 | 7.74 | 7.76 | 6.24 | 6.09 | 525 | 527
Estimated Variance Bound x N | 13.39 | 5.87 | 7.40 | 6.15 | 6.09 | 6.18 | 8.11 | 5.39 | 5.37 | 5.53 | 5.53
95% Normal CI Coverage 095|095 | 084| 095|095| 092]095| 093] 094| 095| 095
Theoretical Asy. Variance x N 12.72 | 523 | 6.83 | 5.60 | 549 | 7.48 | 747 | 468 | 466 | 4.80| 4.80
Theoretical Asy. Variance Bound x N | 13.38 | 5.89 | 7.49 | 6.26 | 6.16 | 8.15 | 8.13 | 5.34 | 532 | 558 | 5.46

gev

Table A.5 reports simulation results for comparing exposures 1 and 4 in Design C in the Sim-Optimal scenario. N=4509 is
the sample size. The number of simulations is 3000. HT refers to the Horvitz-Thompson estimator, HA refers to the Hajek
estimator, OLS refers to the ordinary least square estimator, WLS refers to the inverse-assignment-probability weighted least
square estimator, NH (WLS) refers to the No-harm estimators using the imputations of the WLS estimator, Logit refers to the
QMLE estimator with a logit model, NH (Logit) refers to the No-harm estimator using the imputations of a logit model, OC
(Linear) refers to the Opt-GR estimator with a linear model and OC (Logit) refers to the Opt-GR estimator with a logit model,
Opt-I OLS refers to the Opt-I GR estimator with an OLS model, and Opt-I Logit refers to the Opt-I GR estimator with a logit
model.

The row Bias? x N reports the squared biases of the estimators, multiplied by the sample size. The row Variance x N reports the
variances of the estimators, multiplied by the sample size. The row Mean Squared Error x N reports the MSEs of the estimators,
multiplied by the sample size. The row Estimated Variance Bound x N reports the averaged estimates of the variance bound
estimators, multiplied by the sample size. The row 95% Normal CI Coverage reports the empirical coverage rates of nominal
95 percent confidence intervals. The row True Asy. Variance reports the theoretical asymptotic variances. The row True Asy.
Variance Bound reports the theoretical asymptotic variance bounds.



J Alternative Assumptions on Moments and Designs

As commented in Section 4.2, we can make alternative assumptions on data moments and
experimental designs. The following assumptions require stronger conditions on data mo-
ments but can accommodate some irregular designs. Theorems in the main text can be
restated using under these new assumptions. For simplicity, we only restate the theorems
in Section 4 and Section 5. Similar theorems can be easily restated for those in Section 6.

Assumption 1’ (Uniformly Bounded Moments). For all n and z; € {y1i,...,yri} or z; €
{xli"'-’xpi}7
max |z;| <C'1 <00
i€{l,...,n}

where C1 is a finite constant.

Assumption 6'. 1[D||; =3 Y7, 3" 1d;;| =0(1)

Assumption 9'. %II (D®D)oS|l; = o(n), %Ilf)/plll =0()

Theorem 1°. Let i, be an estimator that satisfies Assumption 4. If there exists a C such that

1
LDl _ o(1), then:

n =

o 71Dl
fn — tn = Op( " ).

Corollary 1’. Under Assumptions 1', 2, 5 and 6, estimators HT, HJ, WLS, CI, MI, GR
converge to their probability limit in a \/n rate: i, — i, = Op(\/%). 68

[lp°llo = C for all s=1,...,11 + 12 and all n,and

Theorem 3’. Consider the estimator Va\r(ﬁ) = %?Rﬁﬁ,Rg for the quantity \/fé\r(ﬁn)
52'Da. If 112 -zl = 0,(8,) and llzlle = OQ), then Var(fi,) — Var(f,)
O(max{y/ %I (D@ D) oS|l1,5, x LIDyllI1).

Corollary 3°. Under Assumptions 1/, 2, 5, 6/, 7 and 9, The plug-in variance estimator is
consistent: -

n(Var(f;,) — Var({,;)) = 0,(1)
for HT, HJ, CI, MI, WLS and GR estimators. If there exists a positive constant ¢ such that

tV ke p

nVar({i},) > ciy, for large n, then T

K Mathematical Objects, Operations and Quantities

We define mathematical objects, operations and quantities used in the paper.

68This theorem also hold for CM if Assumption 5 is satisfied with m =1i.
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1. We define real tensors. The definitions are from Qi and Luo (2017). A real tensor
A =la;, i, | € R"*"m is a multi-array of entries, where i =1,...,n; for j = 1,...,m.
The positive integer m is called the order of the tensor. When n=n;=...=n,,, Ais
called an mth order n-dimensional tensor. The set of real mth order n-dimensional
tensors is denoted as T, ,. From this definition, a real matrix is a real tensor with
order m = 2 and R"*" =Ty ,. In the paper we shall use an order 4 real tensor to
describe the fourth moments of the experimental designs. All matrices/tensors are
assumed to have real entries.

2. We define a positive semidefinite tensor. An mth order n-dimensional tensor can be
understood as a multilinear map A:R"” x ... x R® — R, where

n

A(x1,%9,...,xm) = Z i i X101 Xmip
i1,mmim=1

where x1, ;, denotes the i;th entry of the kth vector.
We call an A€ T, , positive semidefinite if A(x,x,...,x) =0 for all x € R".%°

3. We define the tensor Hadamard product. Let A = [ailu_im] e R"1**"m gand B =
[bil...im] e R"t**"m The Hadamard product of two tensors is the result of their entry-
wise multiplications:

AoB=lc;y. i 1= (@i by, ] € RS0

i1..im
With a slight abuse of terminology, we denote the tensor Hadamard division by \:

Qiy..im X...%
A\B=[d Dircin | g graxxnm

il...im] = ’

i1.im

with the rule % = 0. The tensors used in this paper are designed to avoid the problem
of dividing a nonzero number by 0.

4. Besides the usual matrix operations, we shall also define the tensor product of two
matrices. We use ® to denote the tensor product of two matrices, which results in an
order four tensor. For any two matrices A =[a;;]€ R"*"2 and B =[b;;] € R"3"":

A®B=[c;jr]=la;jby]eR"*"27 "0

The tensor product operation can also be defined on higher order tensors but we use it
only for matrices in the paper.

5. We define norms of matrices. For a real matrix A = [a;;] € R™"2. ||Allg de-
notes the Frobenius norm of the matrix A where ||Alls = ,/Z?zllz;fla?j. [|All1

denotes the /1 vector norm of the matrix where [|A||; = Z?ilz?jllai il. We will

69Note that no odd-order tensors, except for the zero tensor, can be positive semidefinite according to this
definition (consider x and —x).
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also use ||A||i = Z?ilzyjllaijl‘l. [I|A]|l2 denotes the spectral norm where |||A]|ls =

max{V/1, 1 is an eigenvalue of A’A}.  |||A]||; denotes the /; -induced matrix norm,
where |||A]||1 = maXJ:Lm,n{Z?:l la;;l}. For a tensor A we use ||Al|; to denote the sum
of the absolute values of the tensor entries. We use the standard notation for vector
norms, for example, see Section 5.2 in Horn and Johnson (2012).

6. For a tensor A € T™" with an even m, we use the symbol 0,2x(A) to denote the optimal
value of the following optimization problem’":

max A(vi,...,Um)
{vi};Z1ERn

n
subject to Z v;*=1foralli=1,..m
i=1

When A is a matrix, this quantity defines its largest singular value of the matrix A.

7. For symbols, i, denotes the identity matrix of dimension % x &, and 0, a zero matrix
of dimension k& x k. 1, denotes a column k-vector of 1’s. A* denotes the unique Moore-
Penrose inverse of the matrix A. diag() maps a length-n vector to an n-by-n diagonal
matrix. We denote the matrix positive-semidefinite partial ordering by >: A> B if and
only if A—B is a positive semidefinite matrix. We use V to denote total differentiation
operator. For a function f : Z c RF — R, V.f denotes the gradient function of f (if it
exists), V.. f denotes the Hessian function of f and so on. For a mapping f :  c RF —
R®, Df denotes the gradient function of f (if it exists). we use the partial derivative
notation % f. For a set in ® c R®, we use the notation Bd(0) to denote its boundary
with respect to the standard topology of Euclidean spaces.

8. For probabilistic convergence, a sequence of random variables M, = o0,(1) if
lim, .o P(IM,| > €) = 0 for any positive ¢, and M, = O,(1) if for each € > 0 there
exists a constant K = 0 and a constant N = 0 such that P(|M,,| = K) < ¢ for all
n =N. A sequence of random variables M, = o,(a,) if %’ =0p(1) and M, = Op(a,)
if iﬂ = 0p(1). A vector or matrix with fixed dimensions is 0,(a,) and O,(a,) if each
entlfy is op(ay,) and Op(ay), respectively. For two deterministic sequences a, and b,,
we denote a,, = O(b,,) if there exsits positive ¢ and C and a N such that ¢b, <a, <Cb,
forn=N.
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